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Reactive Environment:

emergency departments
(EDs) provide one of the
greatest bottlenecks in the
hospitalisation process —
(more acute since
pandemic!)

Can we make this
predictive?
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So What's the problem if it takes a little time?

Increased risk of adverse outcomes for patients.

Some countries impose financial repercussions on hospitals for long
patient waiting times.

Patients remaining in the ED still need to be cared for. Acts as a closed-
loop and slows the entire process down even further.
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What do we Propose?

Predict what type of ward a patient will be
admitted to (seven classes).

The type of ward is used so that any ward in
the hospital with that functional capability can
be considered

An accurate answer as soon as the patient
walks in is the most useful!
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How can we do this?

Curriculum learning has improved the performance of many algorithms that are trained
using gradient descent.

No real consensus on the best type of curriculum for a given problem

Can we tailor-make a curriculum? Not just for a task but for a model too!

lab

Computational

Health Student-teacher curriculum learning via reinforcement learning
I nformatics




How can we do this?

Training a neural network is Markovian

new
o network a
Train with
batch a
Train with
batch b new
network b
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Teacher network

Small d, Select batch b

Student trained on b
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Generate the Curriculum

Some similarity metric, H, that allows us to sort our training data set from
most complex to least complex, such that H|B,|] < H[BjJ]

Small d;,

Bi
I—-> —

Lr-_irge 'dm

In this work we use cosine similarity as H for images and the

. Mahalanobis distance as H for categorical and numerical data
d
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How do we calculate the student state?

Weights WV of size M; x M,

Reference vector of unigue
elements, a

W, Y.a]l and £ (W, Y .a)
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How do we calculate the student state? (2)

Representation of layeriis v; € R*Mi and all the layers are concatenated together.

The full representation of a student with k hidden layers is v € R2(Z0 M)

Studentnetwork

R i e T T
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How is the teacher trained? (2)

{
/ DDPG or DON

Teacher network
Select batch b '
= 1 Student _ o , _
............... “— gtate r = Vtraining * Vvalidation
.............. T 2
' § The actor (teacher) has two
\

outputs :

1.

1ab 2. Batchwidth
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Results

WARD ADMISSION  MIMIC-III  CIFAR-10  CIFAR-10  CIFAR-10
SAMPLE | SAMPLE 2 SAMPLE 3
METHOD AcCcC (SD) AcCcC (SD) ACC (SD) AcCcC (SD) AcCcC (SD)
BATCHWISE 0.45 (0.01) 0.63 (0.01) 0.65(0.02) 0.65(0.02) 0.65(0.02)
CURRICULUM 0.48 (0.02) 0.63 (0.02) 0.68(0.01) 0.68(0.01) 0.68 (0.01)
ST + CURRIC 0.53 (0.03) 0.63 (0.02) 0.68(0.02) 0.68(0.02) 0.68(0.02)
DEEPFM 0.59 (0.01) 0.66 (0.01) N/A N/A N/A
DEEP+CROSSNET 0.58 (0.02) 0.68 (0.02) N/A N/A N/A
AUTOINT 0.57 (0.02) 0.67 (0.01) N/A N/A N/A
DENSENET* N/A N/A 0.96 (0.01) 096 (0.01) 0.96(0.01)
GPIPE* N/A N/A 0.99 (0.01) 0.99(0.01) 0.99(0.01)
DQN STUDENT-TEACHER 0.58 (0.01) 0.66 (0.02) 0.86(0.04) 0.88(0.02) 0.86(0.03)
DDPG STUDENT-TEACHER 0.62 (0.02) 0.70 (0.01) 0.90¢0.01) 0.90(0.01) 0.89 (0.01)
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Capacity for Transfer Learning

Plot shows performance on MIMIC-III
mortality prediction task

The teacher uses the same strategy
as on the ward admission dataset
and achieves a strong performance
for the student

Some metric of task similarity will

allow teacher transfer for training
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More Experiments in the Paper

Discussion of curricula learned for all tasks

Constrained teacher

Policy calibration
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Policy Transfer between Tasks

Convergence of teacher selection

1. Examples of Policies Learned
Learned Curricula

Here we present some examples of the curricula that were

learncd by the teacher for the three datasets we have used.

We show that the policics leamed arc consistent according
o the dataset and reflect a strategy that has been keamed by
the teacher.
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Figure 1. 'The performance of the student on the held
ot test of the ward admisaion datasct while It is tralned
by the teacher. The red dashed line is the best perfor
mance achicoved by this susdent
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Figure 2. The policy of the teacher that has led W the
performance of the student shown in Figare 1. Orange
crosses are the first output (where Lo select data from)
and blue hars are the second outpal (how much data
around the contral selection poist to include in the baich
Tor traiming ). I the batch sclocted is near zero thon this
is Jow cotropy dita and if it is pear the top of the baich
selection then this is high entropy data

We show another example of training by spiking in entropy
to escape local minima in Figures | and 2. Once again
there is & spike in entropy of data sclected for training prior
o 6000 iterations, which allows us to escape a Jocal mini
mum and degrade the performance bat upon further training
achicve a better accuracy on the held-out test set. 1t would
scem that this entropy spiking strategy is the preferred strat-

cgy for the ward admission datasct.

MIMIC-1T1T

Plotted below are vanious examples of the curricula that were
developed o train students on the MIMIC-HT prediction
problem. Al of these provided state-of-the-art performance
on the prediction problem.
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Figure 3. Curriculum gencrated for a ramdomly inh
tlahised student trained on the MIMIC- 111 datasct
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Figure 4. Curriculum gencrated foe 3 ramdomly inh
takined student trained on the MIMIC 111 dataset
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Figure 5. Curriculum generated for 3 randomly ini
tiakised student traimed on the MIMIC- 1T dataset

In Figurcs 3 and 4 we sec that the teacher utilises very
small data batches to train. This generally gives rise to very
noisy training gradicats which it scems the teacher uses o
converge to a favourable “initialisation’ from which it then
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Thanks for listening!

Feel free to contact me at rasheed.el-bouri@eng.ox.ac.uk with any questions
or ideas
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