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Few-Shot Object Detection
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Many examples Few examples
common things new concepts or rare objects



The REAL Detection Task

LVIS Dataset
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Humans can quickly generalize Hard to annotate many
from few examples examples for each concept



Trend: Meta Learning

Stage I: Meta Training

Base Data
(Abundant)

Meta-Learner =

Support Images
+ Labels

@

y 4
—» Box Classifier

Feature
Extractor

Query Images

—> Box Regressor

Feature Reweighting [Kang et al, Yan et al.]
or Weight Generation [Wang et al ]

Kang, B., Liuy, Z., Wang, X., Yu, F., Feng, J., and Darrell, T. Few-shot object detection via feature reweighting. In ICCV, 2019.
Wang, Y.-X., Ramanan, D., and Hebert, M. Meta-learning to detect rare objects. In ICCV, 2019.
Yan, X., Chen, Z., Xu, A., Wang, X., Liang, X., and Lin, L. Meta r-cnn: Towards general solver for instance-level low-shot learning. In ICCV, 2019.



Trend: Meta Learning

Stage II: Meta Finetuning

Base Data Meta-Learner =—

(Few)

y 4
—» Box Classifier

Support Images

+ Labels 8
y 4

—> Box Regressor

Novel Data
GG

Feature
Extractor

Query Images

Feature Reweighting [Kang et al, Yan et al ]
or Weight Generation [Wang et al ]

Kang, B., Liuy, Z., Wang, X., Yu, F., Feng, J., and Darrell, T. Few-shot object detection via feature reweighting. In ICCV, 2019.
Wang, Y.-X., Ramanan, D., and Hebert, M. Meta-learning to detect rare objects. In ICCV, 2019.
Yan, X., Chen, Z., Xu, A., Wang, X., Liang, X., and Lin, L. Meta r-cnn: Towards general solver for instance-level low-shot learning. In ICCV, 2019.



Problems

Model Complexity

The meta learner adds extra components
to the model

Memory Consumption

Training requires loading in images for
each class at once



What about Simple Finetuning?

Finetuning has a proven Finetuning may lead to overfitting
record for model adaption given a few examples




Finetuning Comes to the Rescue

We find finetuning with controlled
capacity can advance the best results of
few-shot object detection significantly




Our Approach: Base Training

—> RPN

Proposals —> Box Classifier

/4
X » ROI Pool —-@—

Base Images Backbone ROl Features > Box Regressor
(Abundant)




Our Approach: Few-Shot Finetuning

//// Proposals —> Box Classifier

A / » ROI Pool

Novel and Base Backbone ROl Features —> Box Regressor
Images (Few-shot)



Cosine Similarity Based Box Classifier

Box Classifier

Conv -7:(39> Cosine

Conv Similarity Softmax

T,

Box Feature Sij = aF (x); w; 7
Extractor || F ()i ] [w]|
where i,j € [1, ..., C]

Propos

als
=P ROI Pool —blg—

Novel and Base  Backbone ROI =P Box Regressor
Images (Few-shot) Features




Issue with Existing Benchmarks

High variance
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More Stable Benchmarks
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Dataset Statistics

# Classes # Base Classes # Novel Classes

PASCAL VOC (Everingham et al.)

COCO (Lin et al.)
LVIS (Gupta et al.)

Everingham, M., Van Gool, L., Williams, C. K. I., Winn, J., and Zisserman, A. The PASCAL Visual Object Classes Challenge 2007 (VOC2007) Results.
Lin, T.-Y., Maire, M., Belongie, S. J., Hays, J., Perona, P., Ramanan, D., Dollar, P., and Zitnick, C. L. Microsoft coco: Common objects in context. In ECCV, 2014.
Gupta, A., Dollar, P., and Girshick, R. Lvis: A dataset for large vocabulary instance segmentation. In CVPR, 2019.



Evaluation on PASCAL VOC

Novel AP

30

20

10

1-shot 2-shot 3-shot 5-shot
FSRW (Kang et al., 2019) m FRCN+ft-full B TFAw/fc ™ TFA w/ cos

Kang, B., Liy, Z., Wang, X., Yu, F., Feng, J., and Darrell, T. Few-shot object detection via feature reweighting. In ICCV, 2019.



Evaluation on PASCAL VOC

AP
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Kang, B., Liy, Z., Wang, X., Yu, F., Feng, J., and Darrell, T. Few-shot object detection via feature reweighting. In ICCV, 2019.



Evaluation on COCO

Novel AP

15

12.0 12.1

10

1-shot 2-shot 3-shot 5-shot 10-shot 30-shot
FRCN+ft-full mTFAw/fc ™ TFA w/ cos



Evaluation on COCO
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Evaluation on COCO

Base AP
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Evaluation on LVIS
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Gupta, A, Dollar, P, and Girshick, R. Lvis: A dataset for large vocabulary instance segmentation. In CVPR, 2019.



Success Cases on VOC




Failure Cases on VOC

T

motorbike 86 %8




Success Cases on COCO
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Failure Cases on COCO




Summary

* Instead of meta-learning, we find fine-tuning only the last layers of the
detector to be crucial for few-shot object detection

« Our approach achieves state-of-the-art performance on existing
benchmarks

« We build new benchmarks to address the unreliability of existing
benchmarks



Paper and Code
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