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Baseline functions - evaluating unsampled actions



● Lower variance, faster convergence

● Provable zero-variance samples

VR-MCCFR
(Schmid et al., AAAI 2019) This work
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Unbiased updates at h

Monte carlo evaluation
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Unsampled actions:

Monte Carlo evaluation



Baseline functions



Without baseline:

Evaluation with baseline



Without baseline:

Baseline correction:

Evaluation with baseline



Without baseline:

Baseline correction:

(control variate)

Evaluation with baseline



Theorem 1: baseline-corrected values are unbiased:

Theorem 2: each baseline-corrected value                  has variance bounded 
by a sum of squared prediction errors in the subtree rooted at a

Theoretical results



We want

Learned history baseline: 

We know 

 Set                 to average of previous samples  

Baseline function selection



We want

Learned history baseline: 

We know 

 Set                 to average of previous samples

Note:                      depends on strategies - not stationary

∴         is not an unbiased estimate of current expectation

        still unbiased

Baseline function selection



Baseline convergence evaluation
Leduc poker, Monte Carlo Counterfactual Regret Minimization (MCCFR+)

No baseline

VR-MCCFR
(Schmid et al.)

Learned history baseline



Updating with learned history baseline:

Optimal baseline depends on strategy update:

Predictive baseline



Updating with learned history baseline:

Optimal baseline depends on strategy update:

Use strategy to update baseline:

Recursively set

Predictive baseline



If:

● We use the predictive baseline
● We sample public outcomes
● All outcomes are sampled at least once

Theorem: the baseline-corrected values                   have zero variance

Zero-variance updates



Baseline variance evaluation

No baseline

VR-MCCFR
(Schmid et al.)

Learned history baseline

Predictive baseline

Leduc poker, Monte Carlo Counterfactual Regret Minimization (MCCFR+)



● Lower variance, faster convergence

● Provable zero-variance samples

Conclusion


