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First Setting.

« Consider following general optimization problem defined in terms of dataset D € X".

min L(D, w)
WEW

» 7 is a discrete and bounded set. For this talk assume that |7'|| ., = 1

e Theloss function L : X" X % — [0,1] is bounded.

Can we solve solve this problem with differential privacy?



First Contribution

* \We propose an Objective Perturbation Algorithm that:
 Satisfies (&, 0)-differential privacy.

« W.h.p finds an answer W € % with error bounded by

g 141/2(d + DIn(2p)1/In(175)

L(D, w) — L(D, w*)

nte .



The Normalization Irick

 Let ||w||, £ D, Forallw € 7. The normalization function is:

1
n(w) = (wl, s W, D\/l — Hsz/D) B

o Key idea: Sample random vector 7, and Augment objective:

min L(D,w) — (n, 7(w))
WEW

e Solve using non-private optimization oracle.



Stability of the Objective

o Letw,w' € ' . Then

N2 N2
|z(w) — 2(W)|[5 > EHW —w'l[5

 The normalization trick provides stabillity.



Objective Perturbation.

Algorithm 1: ObjPertDiscrete

Input: Projection function 7, D = {/;}, optimization oracle
n<« |D|;
7LD24/In1/5

g <

Draw 1.i.d random vector n ~ N(O, 02)d+1;

(L(D» w) — <77»7T(W)>)

N

TE

w € arg min
weWr

Output: w



Second Setting

« Consider following general optimization problem defined in terms of dataset D € X".

min L(D, w)
WEW

» 7 is a general decision space. For this talk assume that | 7|| ., = 1

e Theloss function L : X" X # — [0,1] is G-Lipschitz, convex and bounded.

Can we solve solve this problem with differential privacy?



Second Contribution

* \We propose an Objective Perturbation Algorithm that:
 Satisfies (&, 0)-differential privacy.

« W.h.p finds an answer W € % with error bounded by

d”*G+/D, log(1/p)

Ve

L(D, W) — L(D,w%)| <




Standard Differential Privacy (DP)

[Dwork et al., 20006]

Two datasets

|
O O W >
O N | >

are neighbors if the are different on only one row.

Definition: Mechanism M satisfies e-differential privacy if, for all neighboring
datasets and for all r € range(M)

PrIM(E) = r] < e®Pr[M(E) = 7]



Experiments.
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Conclusion.

* \We provide two new private algorithm,



