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Goal: You want to learn an optimal behaviour by watching others learning
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Applications:
- You can observe an agent that learns through RL but do not see its reward

- You can observe somebody training but have limited access to the
environment

- You were able to build increasingly good policies for your task but can’t tell
why



Assume the learner is optimizing a regularized objective:
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The value of a state-action couple is given by the fixed point
of the (regularized) bellman equation:

soft(5,0) =7(5,a) +VEs or [Qioge (87, 0") — alnm(a’|s”)]
And one can show that the softmax:

ma(als) o< exp { nglfiis’ ) }

Is an improvement of the policy.

Haarnoja, T., Zhou, A., Abbeel, P., and Levine, S. Soft actor-critic: Off-policy maximum entropy deep
reinforcement learning with a stochastic actor. ICML, 2018.



Given the two consecutive policies, one can recover the
reward function:

1_2(s,a) = alnmy(als) + ayEy [KL(mw1(.|s")||m2(.|s"))]

Up to a shaping that does not modify the optimal policy of
the regularized Markov Decision Process:

771—>2(37 a) — T(Sa a) + f1—>2(3) — 'YES’ [f1—>2(3/)]



Result with exact soft policy improvements in gridworld:
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Result with exact soft policy improvements in gridworld:
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Result with mujoco and proximal policy iterations:
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