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Why Unawareness?
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A = {Grain, Fert}
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Contributions

Our agent learns an interpretable model of a decision problem
incrementally via evidence from domain trials and expert
advice.

Evidence may reveal actions/variables the agent was completely
unaware of prior to learning.



Contextual Advice

Types of Advice

1. Advice on Better Actions
2. Resolving Misunderstandings
3. Unexpected Rewards
4

. Unknown Effects
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Contextual Advice - Better Action

If agent's performance in last k trials is below threshold 3 of true
policy 74, say:

“At time t you should have done a’ = (A; =0,A, =1, A3=0)
rather than a;”

e Action variable A3 is part of the problem (A5 € A)
e Asis relevant (3X € scope(R), anc(As, X))
e There exists a better reward (Js, s[B'] = s;[B| AR (s) > rt)

e 2’ has a greater expected utility than a;
(EU(4|s) > EU(a¢|s))



Conserving Previous Beliefs
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Conserving Previous Beliefs

P(Payieid | Do:t)
Payieig = 0
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Pavyielg = {Fert}

Payjelq = {Fert, Fungus}

Payieiq = { Fert, Prec, Grain}

Payieid =
{Fert, Prec, Grain, Fungus}

(1 — p)Poid(Pax|Do:t) if Fungus ¢ Pax

'Dnew(PaX) — f . ’
pPoid(Pax|Do:t) if Pax = Pay U{Fungus}



Randomly Generated Networks: 12 - 36 Variables

e 12 - 36 Variables

e 3000 Trials

e c-greedy strategy

e Expert Aid 5 =0.1

Start Learning Goal



Results
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