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Objective of the paper

Lasso and screening

o learning sparsity-induced linear models from high-dimensional data X € R"*9,
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@ Screening rule : identify vanishing variables in w*. Example with w,$§
intermediate primal-dual solutions :

%8+ r(W,8)|x;|| <1 = w =0

by exploiting sparsity, convexity and duality.
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Extension to non-convex regularizers

@ non-convex regularizers lead to statistically
better models but

@ how to do screening when the regularizer
is non-convex?
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Non-convex Lasso

The problem
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with the regularizer ry(-) being smooth and concave on [0, ool.

The proposed screening strategy

@ Solve by majorization-minimization

d
k+1 : 1 2 1 k2 T
wih = argmin 3y — Xw|3 + & lw —wh[3 +D Nlwl
weRd j=1
with j = ry(|w;)

@ Screen at two levels

o within each weighted Lasso

o propagate screened variables information between 2 successive Lasso.
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Screening weighted Lasso

@ Optimization problem and screening condition

d
1 2, 1 k2 T
[min, §||y—XW||2+£Hw—W H2+; Aj|w;] Ix; s"—v/|-X <0 = w/ =0
with s and v being dual variables and s* =y — Xw* and w* — w'* = av*.

@ Our screening test

PO 1
X8 = o + V2 (Il + =) <

(X))

(W,8,9)

given a primal-dual intermediate solution (W, §,¥), with duality gap Ga.
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Screened variables propagation

Setting

o After iteration k, we have a weigthed Lasso with weights {\;} and approximate
solutions W, § and V. Screened variables are those

CY PR
T (W,8,0) <

o Before iteration k + 1
o change of weights {)\J‘.’}jzl,wd

e new primal-dual triplet (W",8",9"),

Screening propagation test
T (W, 8,9) + [|xjl|(a + V2b) + ¢ + é\/2b <N

with that (|8 — 8]l < a, |Ga(W, 8, ¥) — Gav (W¥,8%,4")| < band |9 — 0] < c.
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Summary

o First approach for screening with non-convex regularizers

o Convexification and propagation

At poster #190 Pacific Ballroom

@ More technical details

@ Experimental results on computational gain and on propagation strategy
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