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•Filter pruning aims to remove some filters in CNNs to reduce the parameters, FLOPs, 

memory footprint, power consumption, etc.

•The problems:

• Given a well-trained model, it is difficult to recognize and remove the redundant filters.

• Given a CNN architecture, it is tricky to decide the number of filters (i.e., the width) at 

each conv layer.

•Our method can:

•shrink a wide well-trained redundant CNN into a narrower compact one (filter pruning)

•optimize the width of each conv layer in a specific architecture (CNN Re-design)



•AOFP is a multi-path 

training-time filter pruning 

framework, where we keep 

searching for the next filters to 

prune in a binary search 

manner and finetuning the 

model in the meantime, which 

features high quality of 

importance estimation, 

reasonable time complexity and 

no need for heuristic knowledge

•We ablate the filters randomly, 

then compute and accumulate 

the change in the next layer's 

outputs

•Binary Filter Search enables 

to automatically decide the 

optimal pruning granularity 

and eventual width of conv

layers.
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•Pruning an existing model:

• As AOFP proceeds on ResNet-152, we show the remaining percentage of filters at the 

first layers in the four stages as the representatives (left, which originally have 64, 128, 

256 and 512 filters), and remaining width of all the target layers (right) every 20,000 

batches. As can be observed, AOFP automatically figures out that the first layer in 

stage2 can be pruned significantly, and chooses to prune it with large granularity (8 

filters every time) at the beginning, then gradually reduces the granularity.
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•CNN Re-design:

• We train a scaled ResNet-50 where the 1st and 2nd layers in each residual block have 

1.25X of the original width, then use AOFP to reduce its FLOPs to the same level as 

the original ResNet-50. In this way, we obtain a network where some layers are 

wider than the original ResNet-50 and some are narrower. We train a model with 

the discovered structure from scratch, and the accuracy is still higher than the baseline. 

It is observed that the irregularly shaped structure runs as fast as the tidy baseline 

(measured in examples/sec).
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