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Motivation

Can we apply Neural Architecture Search to feedforward 
sequence models?
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- simple
- works well in vision domain

- Obstacles
- large search space 

- high compute task

- Solutions:
- First Warm Start NAS
- Progressive Dynamic Hurdles (PDH): discard bad models for cheap
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Evolved Transformer Performance
● State of the Art on WMT En-De 

● Generalizes to Other Tasks 
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Summary

- First work applying NAS on feedforward sequence model.
- Discovered the Evolved Transformer, which shows better efficiency.
- Open sourced in Tensor2Tensor.
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Scan to see the paper and code. 


