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Adaptive importance sampling of data points
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Adaptive importance sampling of data points

Dependence on n
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How can we exploit prior knowledge about the data?
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Adapt wi,...,Wws —— Adaptive importance sampling with mixtures
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Adapt wi,...,Wws —— Adaptive importance sampling with mixtures

Cost function f(w): cumulative variance of loss estimates
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Adapt wi,...,Wws —— Adaptive importance sampling with mixtures
Cost function f(w): cumulative variance of loss estimates

No-regret algorithm for adapting the weights inspired by Online Newton Step
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Adapt wi,...,Wws —— Adaptive importance sampling with mixtures
Cost function f(w): cumulative variance of loss estimates
No-regret algorithm for adapting the weights inspired by Online Newton Step

Regret independent of n
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Results

Prioritized experience replay: p; < f(d;, e, a)

200

Worst Priority

50 i
——  Uniform
25 —— Best Priority
00 25 50 7 100 125 150 175 200

5
Episodes

Learning &
Adaptive Systems

D INFK Gp®



'!;ﬁ -H

T T T Y

= JJ
i 58 i 0 i

e | If !I II
-’ — <

L Ao 8 EEE_L - -

wpe =, =

. = :,
g ne e
= - =

Online Variance Reduction with Mixtures

POSTER # 157




