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Table 1. An example of a HyRS model

A Hybrid Rule Set

Rules Model
. if age< 35 and maximum heart rate > 178 R+
if x; obeys Ry, ¥ =1 nd the mumben of vessels 2 17
else if Xi ObCyS R - ’ Y =0 else if c_h>els/t ;illl il;lejzr;diji;sg )age > 40 R_
el se Y _ fb (Xz) e :: }li z %)((?S heart disease) /
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Model Training

training data
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Predicted labels
Ipitizi
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training algorithm
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Stochastic Local Search
based algorithm (see the
paper for more details)
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Evaluation:
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Performance on Juvenile dataset

< f,, Random Forest> < f,, Adaboost> < [, XGBoost> Interpretable Models
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if Has any of your family members or friends ever attacked
_ _ : accuracy
you with a weapon # Yes and Have your friends ever hit or R
threatened to hit someone without any reason? # Yes and
Have your friends ever broken into a vehicle or building to
steal something # Yes
then Y = 0 > transparency

else Y = f;(x)
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