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A hybrid 
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A Hybrid Rule Set
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Model Training

Any pre-trained
black box 
classifier

{ ො𝑦𝑏𝑖}𝑖=1
𝑛

{𝑥𝑖}𝑖=1
𝑛

training data 
{(𝑥𝑖 , 𝑦𝑖)}𝑖=1

𝑛

Input of the 
training algorithm

Training 
algorithm

and

Stochastic Local Search 
based algorithm (see the 
paper for more details)

Predicted labels
{ ො𝑦𝑏𝑖}𝑖=1

𝑛
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Evaluation:

An efficient frontier 
that characterizes the 

trade-off between 
transparency and 

accuracy
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Performance on Juvenile dataset

transparency

accuracy
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Thank you!
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