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WHITE BOX CASE

Victim network is khown




COLLISION AT TACK

( Feature extractor
argmin | f(z) — £()[” + [lo — b]?
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BLACK BOX CASE

Victim network is unknown




BLACK BOX Al TACK
f Guess the model

alg ma;in Hfguess(x) = fQUGSS(t)HQ + H£E - bH2
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Spg;zozz Correctly Neural Net
(from I\7veb) Labelled Trained

Attack success rate ~509% on unknown
architectures

VWorks under many scenarios
* No training data overlap

* Transfer learning and end-to-end training

No drop In overall test accuracy
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Link to paper & code




