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Previous Defense Strategies

Single model defense:

Base Model Enhanced Model
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Ensemble model defense:
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Training ensembles with diversity:
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Experiments
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Adversarial transferability among individual members of ensembles



Experiments

Table 2. Classification accuracy (%) on adversarial examples. Ensemble models consist of three Resnet-20. For JSMA, the perturbation
€ = 0.2 on MNIST, and € = 0.1 on CIFAR-10. For EAD, the factor of Li-norm 8 = 0.01 on both datasets.

MNIST CIFAR-10

Attacks Para. Baseline | ADP3 g | ADP3 o 5 Para. Baseline | ADP2 o | ADP2 g 5
FGSM e =0.1 78.3 95.5 96.3 e = 0.02 36.5 57.4 61.7
e =0.2 21.5 50.6 52.8 e =0.04 19.4 41.9 46.2
BIM e =0.1 52.3 86.4 88.5 e =0.01 18.5 44.0 46.6
e =0.15 12.2 69.5 73.6 e = 0.02 6.1 28.2 31.0
PGD e =0.1 50.7 73.4 82.8 e = 0.01 234 43.2 48.4
€ =0.15 6.3 36.2 41.0 e = 0.02 6.6 26.8 304
MIM e=0.1 58.3 89.7 92.0 e = 0.01 23.8 49.6 52.1
€ =0.15 16.1 73.3 77.5 e = 0.02 7.4 32.3 35.9
ISMA v=0.3 84.0 88.0 95.0 v = 0.05 29.5 33.0 43.5
v = 0.6 74.0 85.0 91.0 v=0.1 27.5 32.0 37.0
c=0.1 91.6 95.9 97.3 ¢ = 0.001 71.3 76.3 80.6
C&W c=1.0 30.6 75.0 78.1 c = 0.01 45.2 50.3 54.9
c=10.0 5.9 20.2 23.8 c=0.1 18.8 19.2 25.6
EAD c=>5.0 29.8 91.3 934 c=1.0 17.5 64.5 67.3
c = 10.0 7.3 87.4 89.5 c=2>5.0 2.4 234 29.6

Classification accuracy (%) on adversarial examples



Experiments

Table 4. Classification accuracy (%): AdvTrcsm denotes adversar-
ial training (AdvT) on FGSM, AdvTpgp denotes AdvT on PGD.
e = 0.04 for FGSM; ¢ = 0.02 for BIM, PGD and MIM.

CIFAR-10
Defense Methods FGSM | BIM | PGD | MIM
AdvTrgsm 39.3 199 | 242 | 245
AdvTrgsm + ADP3 o5 56.1 25.7 | 26.7 | 30.6
AdvTecp 43.2 27.8 | 32.8 | 32.7
AdvTpgp + ADP3 g 5 52.8 340 | 36.2 | 38.8

Classification accuracy (%) on adversarial examples



For more technical details and results, please come

Poster:
H64

Code:
https://github.com/P2333
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