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Background

Problem (Certification Problem)

Given the label set C, a classification model f : R" — C and an input data
point x € R", we would like to find the largest neighborhood S around x

such that f(x) = f(x') Vx' € S.

@ Set S is called adversarial budget and x € S.
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SP(x) = {x' = x+ ev[||v], < 1}
ecR
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Advantages of non-uniform bounds:
@ Larger overall volumes.

@ Quantitative metric of feature robustness.
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Formulation

@ A N-layer fully connected neural network, parameterized by {W("),b(")},{\lz_l1

20T —wz() L p() = 1,2,..,N—-1

. . 1
20) = g (z() i=23,..,N-1 )
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Formulation

@ A N-layer fully connected neural network, parameterized by {W() b()1 V"1
20t = w30 L p0) =12 N-—1 O
2() = o (2() i=23,.,N—1
@ Given a model {W() b()} and a data point x labeled as ¢ € C, we want to
m—1

min — E log €;
€
Jj=0

2 € S.(x)

_ ) ' (2)
Z(I+1) — W(I)i(l) + b(’) | = ]_,27 ey N-—-1
3() — U(z(i)) i=2,3,..,N—-1
2 zj(N) > j=0,1,..,ny—1,j#c
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@ Generally intractable (at least NP-complete)! [Weng et al. 18]
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Formulation

@ A N-layer fully connected neural network, parameterized by {W() b()1 V"1
20D = w30 L p() =12 . N-1
2() = o (2() i=23,.,N—1 )
@ Given a model {W() b()} and a data point x labeled as ¢ € C, we want to
m—1

min — E log €/
€
j=0

2 € S.(x)

20+ — Wz 4 () i=1,2,..,N-1
500 — (20 i=23,..,N-1
) ( ) > 5 j=0,1..,nv—1j#c

@ Generally intractable (at least NP-complete)! [Weng et al. 18]
@ Relax the output logits!
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Optimization

o 1™ and u™ are differentiable w.r.t. €.
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Optimization

o 1™ and u™ are differentiable w.r.t. €.

@ The relaxation problem is tractable

n1—1

min { — E loge;
€,y>0 - 8¢
J:

s.t. V) — uj(gz —0=y

3)

@ The problem can be solved by Augmented Lagrangian Method

n11

_ )+ Piv — |2
maxrgg Z|0gﬁj A v—y)+ 2||V yl2 (4)

e v is defined as /§"’) — uj(gl -9
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Experiments

General Result

Dataset Architecture Training Method Uniform Non-uniform Ratio
100-100-100 PGD, 7 =01 8:8233 g:(l)g;lg ;:11122

MNIST | 300-300-300 | —pen 550507 |0 ta08 2769
500-500-500 PGD, 7 =01 o7 oTieT [ Ze77

Fashion-MNIST | 1024-1024-1024 | —per —o1 8:8222 8:?%2 ijﬁﬂi
SVHN | 102610261024 | —per g gose 00281 | 5208

Table: Average of uniform and non-uniform bounds in the test sets.

@ Larger volumes covered by non-uniform bounds, especially for robust models.
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Experiments

Robustness and Feature Selection
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Figure: Examples of distributions of bounds for normal and robust models among
all pixels. (Left: MNIST, Right: SVHN)

@ Features of very large bounds — Features dropped
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Experiments

Robustness and Interpretability

@ We can visualize bounding map € € R” like an input data point.

@ The bounding maps demonstrate better interpretability of robust models.

ﬂ &

Figure: Left: between digit 1 and 7. Right: between digit 3 and 8. Lighter pixels
mean smaller bounds.
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More Details

@ Welcome to Poster #63

@ Code on GitHub:
Certify_Nonuniform_Bounds
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