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How different are the non-adaptive and adaptive policies?
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When does the greedy policy work well?

Adaptive Greedy is (1 — exp(—7Y«k))-approximation



Bounds on adaptivity gaps

A non-adaptive policy approximates an optimal adaptive policy
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summary

Adaptive Submodularity Ratio is applied to
Bounds on approximation ratio of Adaptive Greedy

Bounds on adaptivity gaps

elollfe1dlelagM B Influence maximization on bipartite graphs
IeJellle=lifelgPA Adaptive feature selection
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