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Surprise!

Agent orange and agent blue are trained with…

1. The same off-policy algorithm (DDPG).

2. The same dataset.



The Difference?

1. Agent orange: Interacted with the environment.
• Standard RL loop. 

• Collect data, store data in buffer, train, repeat.

2. Agent blue: Never interacted with the environment. 
• Trained with data collected by agent orange concurrently.



1. Trained with the same off-policy algorithm.

2. Trained with the same dataset.

3. One interacts with the environment. One doesn’t.



Off-policy deep RL fails when truly off-policy. 



Value Predictions
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1. 𝑠, 𝑎, 𝑟, 𝑠′ ~𝐷𝑎𝑡𝑎𝑠𝑒𝑡
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Extrapolation Error

Attempting to evaluate 𝜋 without (sufficient) 
access to the (𝑠, 𝑎) pairs 𝜋 visits.



Batch-Constrained Reinforcement Learning

Only choose 𝜋 such that we have access to 
the (𝑠, 𝑎) pairs 𝜋 visits.



Batch-Constrained Reinforcement Learning

1. a~𝜋 𝑠 such that 𝑠, 𝑎 ∈ 𝐷𝑎𝑡𝑎𝑠𝑒𝑡.

2. a~𝜋 𝑠 such that 𝑠′, 𝜋 𝑠′ ∈ 𝐷𝑎𝑡𝑎𝑠𝑒𝑡.

3. a~𝜋 𝑠 such that 𝑄(𝑠, 𝑎) is maxed.



Batch-Constrained Deep Q-Learning (BCQ)

First imitate dataset via generative model:
𝐺(𝑎|𝑠) ≈ 𝑃𝐷𝑎𝑡𝑎𝑠𝑒𝑡(𝑎|𝑠).

𝜋 𝑠 = argmax𝑎𝑖 𝑄 (𝑠, 𝑎𝑖), where 𝑎𝑖~𝐺
(I.e. select the best action that is likely under the dataset)

(+ some additional deep RL magic)



∎BCQ ∎DDPG



∎BCQ ∎DDPG
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