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Motivation

I Catastrophic Forgetting in Artificial Neural Networks

I Agents should cope with

I Both discrete and continuous changes to data distribution
I No prior knowledge of when/how changes occur

I Test beds: alternating task, single task and multi-agent RL
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Policy Consolidation
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Alternating task experiments
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Single task experiments
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Multi-agent self-play experiments
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(a) Final model vs. self history
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