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Variational Inference

svi reformulates this problem as minimization of the negative evidence
lower bound (or NELBO) under an approximate distribution g, (W):

G, (W) s.t. & =argmin{NELBO}
NELBO = g, [ log p(Y[X, W) + KL (q, (W)||p(W))



Initialization of Variational Bayes? A Motivating Example

® VI struggles to scale on models with millions of parameters
o Initialization of VI has few mentions in current literature

Initialization of & matters
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Initialization of Variational Bayes? A Motivating Example

® VI struggles to scale on models with millions of parameters
o Initialization of VI has few mentions in current literature
© For the first time: we propose a solution to this issue

Initialization of & matters
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Iterative-Bayesian Linear Modeling: I-BLM

In a nutshell:

e Grounded on Bayesian Linear regression but extended to
classification and to convolutional layers

© Regression with Gaussian likelihood on transformed labels for
classification tasks

o Scalability achieved thanks to mini-batching



Experimental Evaluation - Bayesian Neural Networks
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Figure: Test error and MNLL with different init. on a 5x100 BNN.



Experimental Evaluation - Bayesian CNN

Another initialization for Gaussian svi based on a MAP optimization.
Models are trained for 100 minutes for the entire end-to-end training
(curves are shifted by the initialization time).
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