Generative Modeling of Infinite Occluded Objects for

Compositional Scene Representation

Jinyang Yuan, Bin Li, Xiangyang Xue

Fudan University

{yuanjinyang, libin, xyxue}@fudan.edu.cn

Jun 12, 2019

Jinyang Yuan, Bin Li, Xiangyang Xue Infinite Occluded Objects Jun 12, 2019 1/10



Compositional Scene Representation

@ Scenes are composed of objects and background
@ The combinations of objects and background are diverse
@ A single representation for the entire scene is relatively complex
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Compositional Scen presentation

Compositional scene representation is desirable
o Lower representation complexity

o Higher generalizability to novel scenes
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Generative Modeling of Infinite Occluded Objects

Two major difficulties
@ The number of objects is unknown
@ The perceived objects may be incomplete due to occlusions
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Generative Modeling of Infinite Occluded Objects

Background: k =0,
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Objects: k£ >1
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Variational Inference

o Parameters are inferred by long short-term memories (LSTMs)
@ Each object and background are updated sequentially and iteratively

@ The LSTMs imitate the procedure of coordinate ascent
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Experimental Results
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Experimental Results

Table: Comparison of segregation and counting performance with existence of occlusion.

N-EM [Greff et al., 2017] AIR [Eslami et al., 2016] Proposed

Dataset | Ay MSE  OCA | AMI  MSE  OCA | AMI  MSE  OCA

Gray-S 77.3% 10e-3 56.2% 85.4% 6.5e-3 80.9% 94.6% 2.9¢-3  90.5%
Gray-M 30.5% 22e-3 13.5% 62.8% 9.0e-3 66.0% 71.1% 7.5e-3  77.6%

RGB1-S 81.8% 5.6e-3 74.2% 95.3% 2.4e-3 88.8% 98.3% 1.1e-3 95.1%
RGB1-M | 57.0% 9.4e-3 16.3% 78.2% 3.5e-3 67.9% 82.0% 3.1e-3 74.8%

RGB2-S 66.2% 9.0e-3 60.8% 85.7% 3.7e-3 84.4% 92.3% 2.2¢-3 86.3%
RGB2-M | 34.9% 13e-3 12.5% 64.1% 4.8e-3 69.8% 67.9% 4.7e-3  71.0%

RGB3-S 29.6% 21e-3 7.44% 91.3% 3.9e-3 90.3% 97.4% 1.4e-3 92.5%
RGB3-M 15.4% 22e-3 2.30% 67.5% 5.4e-3 60.5% 77.9% 3.8¢-3 68.6%

RGB4-S 24.7% 20e-3 10.3% 86.7% 4.0e-3 78.3% 90.7%  2.5e-3  83.3%
RGB4-M | 3.82% 32e-3 2.35% 56.9% 6.3e-3 58.2% 67.9% 4.6e-3 77.3%
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Thank You!
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