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Introduction
• Anomaly Detection is needed when a subset of classes is 

extremely rare or some classes are unknown at training time.

• Typically: Learn to approximate “normal” data distribution and 
measure deviation at test time.

• However:
• Images inputs are high-dimensional  capturing the complete data 

density is difficult and data-intensive

• In autoencoders, blurry reconstructions have the highest likelihood. 
But blurry images are also anomalies!
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Capture multiple data modes with 
Multi-hypotheses-networks



Capture multiple data modes with 
Multi-hypotheses-networks

Hypotheses could 
support non-existing 
data mode!

Diversity among 
hypotheses? 

 Unsuitable for 
anomaly detection in this 
form !



Adversarial regularizer



Anomaly detection with multiple hypotheses
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