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Policy Optimization as Stochastic Maximization

@ MDP ¥ (S, A, P, 1, po, )

P.S><A><S—>[O 1, r: SxA— R;
@ Policy: my(-|s): A—[0,1],Vs € S;

@ Trajectory:.r & (S0, a0, ---,8H-1,8H) ~ To:
aj ~ mo(|Si), Siv1 ~ P(:|si, @), So ~ po(-)
Probability and discounted cumulative reward of a trajectory:
; H—1
f
p(7) = p(s0) [T P(sn1l8h, an)mo(anlsn)
h=0
H-1

> 2"r(sn, an)
h=0

R(r) &

2
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Policy Optimization with REINFORCE

@ Non-oblivious: p(7) depends on ¢
@ REINFORCE (SGD)

o = 0t + ng(6; S;)

finds || 7 (0.)|| < € (¢-FOSP) using O(1/¢*) samples of 7

9(6;S,) & > R(r)Vlegmgb(r), 7€ S ~m

TES,

!3\
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Oblivious Stochastic Optimization

@ Oblivious: p(z) is independent of ¢
@ Stochastic Gradient Descent (SGD)

01 = 0! — nVL(6, S;)

finds ||£(6.)| < € (e-FOSP) using O(1/¢*) samples of z
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Variance Reduction

Oblivious Case

min £(0) £ E,pn [£(6; 2)] 2)

@ Oblivious: p(z) is independent of #
® SPIDER gt = gt A= < V[‘,(Gt; Sz) — Vﬁ(gt—1 ; Sz)

Es, [A=VL(01)—VL(O!-T)
0 =0 —n-g', (E[g]= VL))
finds || £(6.)| < e using O(1/¢3) samples of z

£(6:S,) & ‘5‘2592
V4

zeS;
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Variance Reduction

Non-oblivious Case?

@ Non-oblivious: p(7) depends on 6

@ SPIDER
g =g+ ATE g(6hS,) —g(0' i S,)|, TES ~ Ty

Es [A#VI(0)-VT(01)

o1 =0l 1 ngl, (E[g'] # VI(6Y)

1
|-

9(6:5-) € = Y R(7)V log mgb(7)

TES
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Variance Reduction for Non-oblivious Optimization

0 = 6" +ng', (E[g'] = VI(6")

o gt — gt—1 —l—At, E[At] — Vj(et) —Vj(@t_1)
00, a0 +(1-a) 01 ac[0,1]

VI - V() = / [V27(62) - (¢ — 6"")|da

= /1 sz(aa)da] N

(Bra[V2(0a; 7a)] = V2T (02)) =Eanumi [01])[V T(02)] - (0" = 6"7),
=E[V2(0a) - (0" — 0'")]
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Variance Reduction

Non-oblivious Case!

o HAPG g’ :=g'~! + V3(0!,0""; Sa.)[0" — 6]

0" = 0"+ ng!, (E[g']=T(0")

220t pt—1. def 1 2200 .
V26,0 ,Sa,T)—|Sa’T|( > V(04 ma),

a,’Ta)GSaﬂ—

where @ ~ Uni([0, 1]), 7a ~ mg,.(02 = a- 0! + (1 — a) - 61 )

e finds || 7(6.)| < e using O(1/¢%) samples of 7.
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Unbiased Policy Hessian Estimator

VJ(0) = /R(T)VP(T;M)C’T = /P(T;m)) - [R(7)V log p(7; mo)] dT

V27(6)
- / R(r)Vp(r: ) [V log p(ri )] + p(r: m5) - [R(7)V log p(r )T

- / R(r)p(r: 7) (¥ log p(7: 76)[V log p(r; m)] " + V2 log p(r: mp) }dbr

def

@2(9; 7) = R(7){V log p(7; m9)[V log p(T; 7r9)]T+V2 log p(7;79) }, 7 ~ .
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Summary

Summary

First method that provably reduces the sample complexity to
achieve an ¢-FOSP of the RL objective from O(%) to O(%).
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