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Security in Distributed ML

Zeno: distributed synchronous SGD that

e tolerates an arbitrary number of malicious workers
e provides convergence guarantees for non-convex problems
Goal: converge under attacks/failures, regardless of false negative

Prev. | Ours
Tolerates a majority of malicious workers | No | Yes
Considers the progress of optimization No | Yes
Tolerates stealth adversary (empirically) | No | Yes
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Byzantine-tolerant SGD
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m workers, distributed SGD:

! A 4: Aggregation

3: Push

1: Pull

2: Gradient Computation

[[Honest Workel] [Honest Worker] [

Worker
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Main Idea & Results

* Sort g;(x),1 € [m] by the Stochastic descent score:

Stochastic descent score of any update u:

Score%p(u,x) = fr(x) - fr(x - ’Yu) - pHU||2,

fr(x): unbiased estimator of the loss F'(x), for validation.

* Zeno: filter the b "worst” gradients —— ZZ L Uy, b>q.

* Convergence after T iterations:

ZtT:_ol]EI\TVJT’(Oﬁt)!!2 <0 (%) Lo ((b—ff;ri)gr;—@) '
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