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Abstract

We study the problem of subsampling in differential privacy (DP), a question that is the centerpiece

behind many successful differentially private machine learning algorithms. Specifically, we provide a tight

upper bound on the Rényi Differential Privacy (RDP) (Mironov, 2017) parameters for algorithms that:

(1) subsample the dataset, and then (2) applies a randomized mechanism M to the subsample, in terms

of the RDP parameters of M and the subsampling probability parameter. Our results generalize the

moments accounting technique, developed by Abadi et al. (2016) for the Gaussian mechanism, to any

subsampled RDP mechanism.

1 Introduction

Differential privacy (DP) is a mathematical definition of privacy proposed by Dwork et al. (2006b). Ever since
its introduction, DP has been widely adopted and as of today, it has become the de facto standard of privacy
definition in the academic world with also wide adoption in the industry (Erlingsson et al., 2014; Apple, 2017;
Uber Security, 2017). DP provides provable protection against adversaries with arbitrary side information
and computational power, allows clear quantification of privacy losses, and satisfies graceful composition over
multiple access to the same data. Over the past decade, a large body of work has been developed to design
basic algorithms and tools for achieving differential privacy, understanding the privacy-utility trade-offs in
different data access setups, and on integrating differential privacy with machine learning and statistical
inference. We refer the reader to (Dwork & Roth, 2013) for a more comprehensive overview.

Rényi Differential Privacy (RDP, see Definition 4) (Mironov, 2017) is a recent refinement of differential
privacy (Dwork et al., 2006b). It offers a unified view of the ✏-differential privacy (pure DP), (✏, �)-differential
privacy (approximate DP), and the related notion of Concentrated Differential Privacy (Dwork & Rothblum,
2016; Bun & Steinke, 2016). The RDP point of view on differential privacy is particularly useful when
the dataset is accessed by a sequence of randomized mechanisms, as in this case a moments accountant

technique can be used to effectively keep track of the usual (✏, �) DP parameters across the entire range
{(✏(�), �)|8� 2 [0, 1]} (Abadi et al., 2016).

A prime use case for the moments accountant technique is the NoisySGD algorithm (Song et al., 2013; Bassily
et al., 2014) for differentially private learning, which iteratively executes:
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where ✓t is the model parameter at tth step, ⌘t is the learning rate, fi is the loss function of data point i,
r is the standard gradient operator, I is an index set of size m that we uniformly randomly drawn from

⇤The research is partially completed while Yu-Xiang was a scientist in Amazon AI, Palo Alto.
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Song et al. 2013; Bassily et al. 2014

1.Randomly chosenminibatch (Poisson subsampling)

2.Then add Gaussian noise (Gaussianmechanism)

RDP analysis for subsampled Gaussianmechanism (Abadi et al., 2016)

Really whatmakes Deep Learning with Differential Privacy practical
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Let M be any randomized algorithm that obeys (α,ϵ(α))−RDP 
γ be the subsampling probability and for integer α≥2

𝜖(∘𝒔𝒂𝒎𝒑𝒍𝒆 𝛼 ≤ 	Ο(𝛼𝛾4𝜖 2 )

Exact RDP of Subsampled Mechanism 

Asymptotic rate
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This asymptotic rate holds for anymechanismM !



Let M be any randomized algorithm that obeys (α,ϵ(α))−RDP 
γ be the subsampling probability and for integer α≥2

Exact RDP of Subsampled Mechanism 
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This bound is optimal, up to a factor of 3 on a low order term
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Let M be any randomized algorithm that obeys (α,ϵ(α))−RDP 
γ be the subsampling probability and for integer α≥2

Exact Amplification Bound for RDP
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Get rid of it

Matches the lower bound when M is Gaussian or Laplace mechanism



Subsampled Gaussian
Mechanism

𝜎 = 5, 𝛾 = 1𝑒 − 3
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𝑶(𝑲)

𝑶( 𝑲� )

Overall (𝜖, 𝛿)-DP over composition
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Low Privacy Regime

Subsampled Gaussian
Mechanism

𝜎 = 1, 𝛾 = 1𝑒 − 3
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Thank you!

Code available:
https://github.com/yuxiangw/autodp
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Or just use:  
pip install autodp Get Paper


