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Related Works & Motivation

> Related Works

* Clustering Analysis: Caron ef al., ECCV, 2018

« Sample (Instance) Specificity Learning: Wu ef al., CVPR, 2018
* Self-supervised Learning: Zhang et al., CVPR, 2017

* Generative Model: Donahue ef al., ICLR, 2016

> Motivation
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Neighbourhood Discovery & Selection

Without ground-truth labels

k-Neareset neighbourhood structure
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Neighbourhood Discovery & Selection

» Observation: Consistency v.s. Similarity Distribution Entropy
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Neighbourhood Discovery & Selection

Low Entropy
T > b
k-neareset neighbours ™ E
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Neighbourhood Discovery & Selection

Low Entropy
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Neighbourhood Discovery & Selection

Low Entropy

------- >
"""" = Class-consistent
ot . S .
k-nqareset neighbeurs > E Neighbourhoods
%‘.‘ N Sample Index %
; : o

S

Selection .A .. [ ] (ﬁ)
— }
.. AA . '."-"
A H O

L3
W Gicen Mary 4/6



Neighbourhood Discovery & Selection

Low Entropy

Class-consistent
Neighbourhoods
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Training Objectives & Strategy

» Neighbourhood Supervision

» Curriculum Learning
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Training Objectives & Strategy

» Neighbourhood Supervision

» Curriculum Learning
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Experiments

» Small scale Image Classification (kNN) » Small scale Image Classification (LC)
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Unsupervised Deep Learning by Neighbourhood Discovery

Thank You!

Code: https://github.com/Raymond-sci/AND
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