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Abstract

We present a new clustering algorithm by
proposing a convex relaxation of hierarchical
clustering, which results in a family of objec-
tive functions with a natural geometric interpreta-
tion. We give efficient algorithms for calculating
the continuous regularization path of solutions,
and discuss relative advantages of the parame-
ters. Our method experimentally gives state-of-
the-art results similar to spectral clustering for
non-convex clusters, and has the added benefit of
learning a tree structure from the data.

1. Introduction

In the analysis of multivariate data, cluster analysis is
a family of unsupervised learning techniques that allows
identification of homogenous subsets of data. Algorithms
such as k-means, Gaussian mixture models, hierarchical
clustering, and spectral clustering allow recognition of a
variety of cluster shapes. However, all of these methods
suffer from instabilities, either because they are cast as non-
convex optimization problems, or because they rely on hard
thresholding of distances. Several convex clustering meth-
ods have been proposed, but some only focus on the 2-class
problem (Xu et al., 2004), and others require arbitrary fix-
ing of minimal cluster sizes in advance (Bach & Harchoui,
2008). The main contribution of this work is the develop-
ment of a new convex hierarchical clustering algorithm that
attempts to address these concerns.

In recent years, sparsity-inducing norms have emerged as
flexible tools that allow variable selection in penalized lin-
ear models. The Lasso and group Lasso are now well-
known models that enforce sparsity or group-wise sparsity
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in the estimated coefficients (Tibshirani, 1996; Yuan & Lin,
2006). Another example, more useful for clustering, is the
fused Lasso signal approximator (FLSA), which has been
used for segmentation and image denoising (Tibshirani &
Saunders, 2005). Furthermore, several recent papers have
proposed optimization algorithms for linear models using
£1 (Chen et al., 2010; Shen & Huang, 2010) and ¢5 (Vert &
Bleakley, 2010) fusion penalties. This paper extends this
line of work by developing a family of fusion penalties
that results in the “clusterpath,” a hierarchical regulariza-
tion path which is useful for clustering problems.

1.1. Motivation by relaxing hierarchical clustering

Hierarchical or agglomerative clustering is calculated using
a greedy algorithm, which for n points in R? recursively
joins the points which are closest together until all points
are joined. For the data matrix X € R™*P this suggests the
optimization problem

1
. - _ X 2
Join - Sl — X][E N
subject to Z lai#a; <t
i<j
where || - ||% is the squared Frobenius norm, a; € RP? is

row 1 of o, and 1g, 24, is 1 if a4 # a;, and 0 otherwise.
We use the notation >, _; = st iy to sum over
all the n(n — 1)/2 pairs of data points. Note that when we
fix t > n(n — 1)/2 the problem is unconstrained and the
solutions are o; = X foralli. If t = n(n —1)/2 — 1, we
force one pair of coefficients to fuse, and this is equivalent
to the first step in hierarchical clustering. In general this is
a difficult combinatorial optimization problem.

Instead, we propose a convex relaxation, which results in
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the family of optimization problems defined by

1
. - —X 2
Join - ofle = X[E
. 2
subjectto  Qq(a) = Zwijﬂai —ajllq <t
i<j
where w;; > 0, and || - ||¢, ¢ € {1,2,00} is the {;-norm

on R?, which will induce sparsity in the differences of the
rows of a. When rows fuse we say they form a cluster,
and the continuous regularization path of optimal solutions
formed by varying ¢ is what we call the “clusterpath.”

This parameterization in terms of ¢ is cumbersome when
comparing datasets since we take 0 < ¢ < Q,(X), so we
introduce the following parametrization with 0 < s < 1:

1
. - —X 2
i 2”@ |7

subjectto Qg () /Qq(X) < s.

3)

The equivalent Langrangian dual formulation will also be
convenient for optimization algorithms:

, 1
min fo(o X) = Slla = X|lE +22 () @

The above optimization problems require the choice of pre-
defined, pair-specific weights w;; > 0, which can be used
to control the geometry of the solution path. In most of our
experiments we use weights that decay with the distance
between points w;; = exp(—v||X; — X;||3), which results
in a clusterpath that is sensitive to local density in the data.
Another choice for the weights is w;; = 1, which allows
efficient computation of the ¢; clusterpath (§2.2).

1.2. Visualizing the geometry of the clusterpath

This optimization problem has an equivalent geometric in-
terpretation (Figure 1). For the identity weights w;; = 1,
the solution corresponds to the closest points « to the points
X, subject to a constraint on the sum of distances between
pairs of points. For general weights, we constrain the total
area of the rectangles of width w;; between pairs of points.

In this work we develop dedicated algorithms for solving
the clusterpath which allow scaling to large data, but ini-
tially we used cvxmod for small problems (Mattingley &
Boyd, 2008), as the authors do in a similar formulation
(Lindsten et al., 2011).

We used cvxmod to compare the geometry of the cluster-
path for several choices of norms and weights (Figure 2).
Note the piecewise linearity of the ¢; and /., clusterpath,
which can be exploited to find the solutions using efficient
path-following homotopy algorithms. Furthermore, it is ev-
ident that the /5 path is invariant to rotation of the input data
X, whereas the others are not.

The rest of this article is organized as follows. In Section 2,
we propose a specific method for each norm for optimizing
the problem. In Section 3, we propose an extension of our
methods to spectral representations, thus providing a con-
vex formulation of spectral clustering. Finally, in Section 4
we empirically compare the clusterpath to standard cluster-
ing methods.

Decreasing weights, t = Q(X)

Decreasing weights after join, t < Q(X)

Identity weights, ¢t = Q(X)
Xz 0 Loo
01 1% 4
1%
OX3
Loo
Yo 2 w12
Lo 0y
(0] 0l O
X1 Xl

Xo X2
o) O
w23 ac = gy = a3
Ox, ‘\OXQ,
w12
w13 w13

re

X1

Figure 1. Geometric interpretation of the optimization problem (2) for data X € R**2. Left: with the identity weights w;; = 1, the

constraint Qq (o) =

> icj wijllai — ajl|q < tis the £4 distance between all pairs of points, shown as grey lines. Middle: with general

weights w;;, the £2 constraint is the total area of rectangles between pairs of points. Right: after constraining the solution, o2 and o3
fuse to form the cluster C, and the weights are additive: wic = wi2 + wis.
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2. Optimization
2.1. A homotopy algorithm for the /; solutions

For the problem involving the ¢; penalty, we first note that
the problem is separable on dimensions. The cost function
f1(a, X)) can be written as

P n
1
Z B Z(aik - X)) + Azwijlaik — ajil
=1 | < =1 i<j
p
= Y Al XF),

£
Il
-

where o* € R™ is the k-th column from «. Thus, solving
the minimization with respect to the entire matrix X just
amounts to solving p separate minimization subproblems:

p
E
B, N0 X) = 0 iy, Rileh, X
For each of these subproblems, we can exploit the FLSA
path algorithm (Hoefling, 2009). This is a homotopy algo-
rithm similar to the LARS that exploits the piecewise lin-
earity of the path to very quickly calculate the entire set of
solutions (Efron et al., 2004).

In the LARS, variables jump in and out the active set, and
we must check for these events at each step in the path.
The analog in the FLSA path algorithm is the necessity to

norm = 1 norm = 2 norm = oo

Figure 2. Some random normal data X € R!%*2 were gener-
ated (white dots) and their mean X is marked in the center. The
clusterpath (black lines) was solved using cvxmod for 3 norms
(panels from left to right) and 2 weights (panels from top to bot-
tom), which were calculated using w;; = exp(—v||X; — X;||?).
For v = 0, we have w;; = 1.

check for cluster splits, which occur when the optimal solu-
tion path requires unfusing a pair coefficients. Cluster splits
were not often observed on our experiments, but are also
possible for the {5 clusterpath, as illustrated in Figure 3.
The FLSA path algorithm checks for a split of a cluster
of size n¢ by solving a max-flow problem using a push-
relabel algorithm, which has complexity O(n?,) (Cormen
et al., 2001). For large data sets, this can be prohibitive,
and for any clustering algorithm, splits make little sense.

One way around this bottleneck is to choose weights w in
a way such that no cluster splits are possible in the path.
The modified algorithm then only considers cluster joins,
and results in a complexity of O(nlogn) for a single di-
mension, or O(pnlogn) for p dimensions. One choice
of weights that results in no cluster splits is the identity
weights w;; = 1, which we prove below.

2.2. The /; clusterpath using w;; = 1 contains no splits

The proof will establish a contradiction by examining the
necessary conditions on the optimal solutions during a clus-
ter split. We will need the following lemma.

Lemma 1. Ler C = {i : o; = ac} C {1,...,n} be the
cluster formed after the fusion of all points in C, and let
Wic = Y _;cc Wij. At any point in the regularization path,
the slope of its coefficient is given by

ve =2 = LS yicsign(o; —ac). 6)
dx |0l £

Proof. Consider the following sufficient optimality condi-
tion, forallt =1,...,n:

O=a; — X; + A Z Wij sign(al Oéj) + A Z ’wi]‘ﬁij,
J#i J#i
ajAoj aj=oj
with |3;;| < 1 and 3;; = —f3;; (Hoefling, 2009). We can
rewrite the optimality condition for all ¢ € C"

0 = Qoo — Xz =+ )\ Zwij sign(ozc — Oéj) + )\ Z wijﬂij.
Jj€cC i#jEC

Furthermore, by summing each of these equations, we ob-
tain the following:

ac=Xe+ — = ijcsugn ac),

where Xo = Y°,.~ X;/|C|. Taking the derivative with
respect to A gives us the slope v of the coefficient line for
cluster C, proving Lemma 1. O

We will use Lemma 1 to prove by contradiction that cluster
splitting is impossible for the case w;; = 1 for all 7 and j.
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Theorem 1. Taking w;; = 1 for all i and j is sufficient to
ensure that the {1 clusterpath contains no splits.

Proof. Consider at some A the optimal solution «, and let
C be a cluster of any size among these optimal solutions.
Denote the set C = {i : a; > ¢} the set of indices of
all larger optimal coefficients and C' = {i : a;; < a} the
set of indices of all smaller optimal coefficients. Note that
CuCuC={1,...,n}.

Now, assume C splits into C; and C5 such that a; > «s.
By Lemma 1, if this situation constitutes an optimal solu-
tion, then the slopes are:

1
vc, = |01| E :chl - E :chl - E :chﬁ
jeT JECs jec
1
Ve, = AT E wjc, + §:chz_§ W;jCy
|Ca|

jeT jeC jeC

For the identity weights, this simplifies to

[C] - 1G] - |C]
Ol +1c1] - Icl.

vy

Ve,

Thus ve, < wve, which contradicts the assumption that
a1 > o, forcing us to conclude that no split is possible
for the identity weights. O

Thus the simple FLSA algorithm of complexity O(n logn)
without split checks is sufficient to calculate the ¢; cluster-
path for 1 dimension using the identity weights.

Furthermore, since the clusterpath is strictly agglomera-
tive on each dimension, it is also strictly agglomerative
when independently applied to each column of a matrix of
data. Thus the ¢; clusterpath for a matrix of data is strictly
agglomerative, and results in an algorithm of complexity
O(pnlogn). This is an interesting alternative to hierarchi-
cal clustering, which normally requires O(pn?) space and
time for p > 1. The ¢; clusterpath can be used when 7 is
very large, and hierarchical clustering is not feasible.

The proposed homotopy algorithm only gives solutions to
the ¢; clusterpath for identity weights, but since the ¢; clus-
terpath in 1 dimension is a special case of the /5 clusterpath,
the algorithms proposed in the next subsection also apply
to solving the ¢; clusterpath with general weights.

2.3. An active-set descent algorithm for the /5 solutions

For the /5 problem, we have the following cost function:

1
faler X) = 5l = X|[F + A (),

A subgradient condition sufficient for an optimal « is for
alliel,...,n

0= X +)\ Z Wijg 17 +)\ Z wwﬂzgv
= || - %Hz o
a, #al Q=g

with ﬁl] € RP, HBHHQ < 1 and ﬁij = —ﬁﬂ Summing
over all ¢ € C' gives the subgradient for the cluster C"

Qo — Q5
Z TP y 6)
jQC llac — ajll2’

where Xo = >, X;/|Cl and wjc = 3, wij.

To solve the /5 clusterpath, we propose a subgradient de-
scent algorithm, with modifications to detect cluster fusion
and splitting events (Algorithm 1). Note that due to the con-
tinuity of the ¢5 clusterpath, it is advantageous to use warm
restarts between successive calls to SOLVE-L2, which we
do using the values of v and clusters.

Gc:acchJr

Algorithm 1 CLUSTERPATH-L2

Input: data X € R"*P, weights w;; > 0, starting A > 0
a—X
clusters — {{1},...,{n}}
while | clusters | > 1 do
a, clusters <+ SOLVE-L2(q, clusters, X, w, \)
A—Ax15
if we are considering cluster splits then
clusters — {{1},...,{n}}
end if
end while
return table of all optimal v and )\ values.

Surprisingly, the /5 path is not always agglomerative, and
in this case to reach the optimal solution requires restarting
clusters = {{1},...,{n}}. The clusters will rejoin in the
next call to SOLVE-L2 if necessary. This takes more time
but ensures that the optimal solution is found, even if there
are splits in the clusterpath, as in Figure 3.

We conjecture that there exist certain choices of w for
which there are no splits in the {5 clusterpath. However,
a theorem analogous to Theorem 1 that establishes nec-
essary and sufficient conditions on w and X for splits in
the ¢5 clusterpath is beyond the scope of this article. We
have not observed cluster splits in our calculations of the
path for identity weights w;; = 1 and decreasing weights
w;; = exp(—||Xi — X;||3), and we conjecture that these
weights are sufficient to ensure no splits.

SUBGRADIENT-L2 calculates the subgradient from (6), for
every cluster C' € clusters.

We developed 2 approaches to implement SUBGRADIENT-
STEP. In both cases we use the update o «+— a — rG. With
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Algorithm 2 SOLVE-L2
Input: initial guess «, initial clusters, data X,
weights w, regularization A
G — SUBGRADIENT-L2(-)
while ||G|[% > €op do
« < SUBGRADIENT-STEP(-)
«, clusters « DETECT-CLUSTER-FUSION(+)
G < SUBGRADIENT-L2(+)
end while
return «, clusters

decreasing step size r = 1/ iteration, the algorithm takes
many steps before converging to the optimal solution, even
though we restart the iteration count after cluster fusions.
The second approach we used is a line search. We evalu-
ated the cost function at several points r and picked the r
with the lowest cost. In practice, we observed fastest per-
formance when we alternated every other step between de-
creasing and line search.

DETECT-CLUSTER-FUSION calculates pairwise differ-
ences between points and checks for cluster fusions, re-
turning the updated matrix of points « and the new list of
clusters. When 2 clusters C; and Cs fuse to produce a new
cluster C, the coefficient of the new cluster is calculated
using the weighted mean:

_ |Cl|aC1 + |02‘ac'2

7
|C1| + |C2 M

ac

We developed 2 methods to detect cluster fusions. First,
we can simply use a small threshhold on ||ac, — ac,||2.
which we usually take to be some fraction of the small-

A cvxmod
3.0 -3
& ° 0.010
0.035
0.060

0.085

OO0 0o

0.110

descent
solver

| | = split

35 40
1 ==== no split

Figure 3. An example of a split in the /5 clusterpath for X €
R**2. Data points are labeled with numbers, the CLUSTERPATH-
L2 is shown as lines, and solutions from cvxmod are shown as
circles. w12 = 9, w1z = w24 = 20, and w;; = 1 for the others
(best seen in color).

est nonzero difference in the original points || X; — Xj||2.
Second, to confirm that the algorithm does not fuse points
too soon, for each possible fusion, we checked if the cost
function decreases. This is similar to the approach used by
(Friedman et al., 2007), who use a coordinate descent algo-
rithm to optimize a cost function with an ¢; fusion penalty.
Although this method ensures that we reach the correct so-
lution, it is quite slow since it requires evaluation of the cost
function for every possible fusion event.

2.4. The Frank-Wolfe algorithm for /., solutions

We consider the following ¢, problem:

min  foo(a, X) = 1||Oz — X% 4+ A% (). (8)
acRnxp 2

This problem has a piecewise linear regularization path
which we can solve using a homotopy algorithm to exactly
calculate all the breakpoints (Rosset & Zhu, 2007; Zhao
et al., 2009). However, empirically, the number of break-
points in the path grows fast with p and n, leading to insta-
bility in the homotopy algorithm.

Instead, we show show that our problem is equivalent to a
norm minimization over a polytope, for which an efficient
algorithm exists (Frank & Wolfe, 1956).

Using the dual formulation of the ¢, norm, the regulariza-
tion term is equal to:
max s (o — ;).

Qoo (@) :Z’LUij max s
oy

i<j llsi5111<1

Denoting by ; = >, ; sijwij — >, sjiwij € RP, and
by R the set of constraints over R = (71, ..., 7y) such that
the constraints over s;; are respected, we have:

_ T
Qoo (@) = Ilglg%tr (R"a).

Since R is defined as a set of linear combinations of ¢;-ball
inequalities, R is a polytope. Denoting by Z = X — AR
and Z = {Z | (X — Z) € R}, it is straightforward to
prove that problem (8) is equivalent to:
i H(e,Z) = |la—Z|3 — || Z||F
in max H(a, Z) = [lo = Z|[z — || Z]|,
where strong duality holds (Boyd & Vandenberghe, 2003).

For a given Z, the minimum of H in « is obtained by o =
7, leading to a norm minimization over the polytope Z.

This problem can be solved efficiently by using the Frank-
Wolfe algorithm (Frank & Wolfe, 1956). This algorithm
to minimize a quadratic function over a polytope may be
used as soon as it is possible to minimize linear functions in
closed form. It is also known as the minimum-norm-point
algorithm when applied to submodular function minimiza-
tion (Fujishige et al., 2006). In practice, it is several orders
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of magnitude faster than other common discrete optimiza-
tion algorithms, but there is no theoretical guarantee on its
complexity (Krause & Guestrin, 2009).

3. The spectral clusterpath: a completely
convex formulation of spectral clustering

For spectral clustering, the usual formulation uses eigen-
vectors of the normalized Laplacian as the inputs to a stan-
dard clustering algorithm like k-means (Ng et al., 2001).
Specifically, for several values of v, we compute a pairwise
affinity matrix W such that W;; = exp(—v||X; — X;||3)
and a Laplacian matrix L = D — W where D is the diag-
onal matrix such that D;; = Z?zl Wi;;. For each value of
v, we run k-means on the normalized eigenvectors associ-
ated with k smallest eigenvalues of L, then keep the v with
lowest reconstruction error.

Some instability in spectral clustering may come from the
following 2 steps. First, the matrix of eigenvectors is
formed by hard-thresholding the eigenvalues, which is un-
stable when several eigenvalues are close. Second, the
clusters are located using the k-means algorithm, which at-
tempts to minimize a non-convex objective. To relax these
potential sources of instability, we propose the ‘“spectral
clusterpath,” which replaces (a) hard-thresholding by soft-
thresholding and (b) k-means by the clusterpath.

Concretely, we call (A;)1<;<, the nontrivial eigenvalues
sorted in ascending order, and we write the matrix of trans-
formed eigenvectors to cluster as V' E, where V' is the full
matrix of sorted nontrivial eigenvectors and E is the di-
agonal matrix such that E;; = e(A;), ande : R — R
ranks importance of eigenvectors based on their eigenval-
ues. Standard spectral clustering takes ep1(x) = lz<a,
such that only the first k eigenvalues are selected. This is
a non-convex hard-thresholding of the full matrix of eigen-
vectors. We propose the exponential function eexp () =
exp (—vz), with v > 0, as a convex relaxation.

Table 1. Mean and standard deviation of performance and timing
of several clustering methods on identifying 20 simulations of the
half-moons in Figure 4. Ng et al. uses L=1-DYV*wpD™1/?
rather than L = D — W as discussed in the text.

Clustering method Rand SD  Seconds SD
eexp spectral clusterpath ~ 0.99  0.00 849 2.64
eexp spectral kmeans 0.99 0.00 3.10 0.08
clusterpath 095 0.12 2947 231
eo1 Ng et al. kmeans 095 0.19 737 042
eo1 spectral kmeans 091 0.19 326 021
Gaussian mixture 042 0.13 0.07  0.00
average linkage 040 0.13 0.05 0.00
kmeans 0.26 0.04 0.01  0.00

4. Results

Our model poses 3 free parameters to choose for each ma-
trix to cluster: norm, weights, and regularization. On one
hand, this offers the flexibility to tailor the geometry of
the solution path and number of clusters for each data set.
On the other hand, this poses model selection problems as
training clustering models is not straightforward. Many
heuristics have been proposed for automatically choosing
the number of clusters (Tibshirani et al., 2001), but it is not
clear which of these is applicable to any given data set.

In the experiments that follow, we chose the model based
on the desired geometry of the solution path and number of
clusters. We generally expect rotation invariance in mul-
tivariate clustering models, so we chose the {5 norm with
Gaussian weights to encourage sensitivity to local density.

4.1. Verification on non-convex clusters

To compare our algorithm to other popular methods in the
setting of non-convex clusters, we generated data in the
form of 2 interlocking half-moons (Figure 4), which we

clusterpath spectral clusterpath

spectral kmeans

kmeans

average linkage

St

Figure 4. Typical results for 5 clustering algorithms applied to 2 half-moon non-convex clusters. The ¢ clusterpath tree learned from the
data is also shown. Spectral clustering and the clusterpath correctly identify the clusters, while average linkage hierarchical clustering

and k-means fail.
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Table 2. Performance of several clustering methods on identify-
ing a grid of Gaussian clusters. Means and standard deviations
from 20 simulations are shown.

Clustering method Rand SD
kmeans 0.8365 0.0477
clusterpath 0.9955 0.0135
average linkage hierarchical 1.0000  0.0000

used as input for several clustering algorithms (Table 1).
We used the original data as input for k-means, Gaussian
mixtures, average linkage hierarchical clustering, and the
{5 clusterpath with v = 2. For the other methods, we use
the eigenvectors from spectral clustering as input. Each al-
gorithm uses 2 clusters and performance is measured using
the normalized Rand index, which varies from 1 for a per-
fect match to O for completely random assignment (Hubert
& Arabie, 1985).

In the original input space, hierarchical clustering and k-
means fail, but the clusterpath is able to identify the clusters
as well as the spectral methods, and has the added benefit
of learning a tree from the data. However, the clusterpath
takes 3-10 times more time than the spectral methods. Of
the methods that cluster the eigenvectors, the most accurate
2 methods use ey, rather than egq, providing evidence that
the convex relaxation stabilizes the clustering.

4.2. Recovery of many Gaussian clusters

We also tested our algorithm in the context of 25 Gaussian
clusters arranged in a 5x5 grid in 2 dimensions. 20 data
points were generated from each cluster, and the resulting
data were clustered using k-means, hierarchical clustering,
and the weighted /5 clusterpath. The clusterpath performs
similarly to hierarchical clustering, which exactly recovers
the clusters, and k-means fails. Thus, the clusterpath may
be useful for clustering tasks that involve many clusters.

4.3. Application to clustering the iris data

To evaluate the clusterpath on a nontrivial task, we applied
it and other common clustering methods to the scaled iris
data. We calculated a series of clusterings using each algo-
rithm and measured performance of each using the normal-
ized Rand index (Figure 5).

The iris data have 3 classes, of which 2 overlap, so the
Gaussian Mixture Model is the only algorithm capable of
accurately detecting these clusters when £ = 3. These
data suggest that the clusterpath is not suitable for detect-
ing clusters with large overlap. However, performance is as
good as hierarchical clustering, less variable than k-means,

and more stable as the number of clusters increases.

Additionally, Figure 5 shows that the clusterpath classifica-
tion accuracy on the moons data increases as we increase
the weight parameter +.

5. Conclusions

We proposed a family of linear models using several con-
vex pairwise fusion penalties which result in hierarchical
regularization paths useful for clustering. The ¢; path-
following homotopy algorithm easily scales to thousands of
points. The other proposed algorithms can be directly ap-
plied to hundreds of points, and could be applied to larger
datasets by, for example, adding a preprocessing step using
k-means. The algorithms were implemented in R, C++,
and MATLAB, and will be published soon.

Our experiments demonstrated the flexibility of the /5 clus-
terpath for the unsupervised learning of non-convex clus-
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Figure 5. Performance on the iris and moons data, as measured
by the normalized Rand index of models with 2-11 clusters. The
weighted /5 clusterpath was calculated using 3 different Gaus-
sian weight parameters ~, and we compare with Gaussian Mixture
Models (GMM), Hierarchical Clustering (HC), and k-means.
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ters, large numbers of clusters, and hierarchical structures.
We also observed that relaxing hard-thresholding in spec-
tral clustering is useful for increasing clustering accuracy
and stability. For the iris data, the clusterpath performed
as well as hierarchical clustering, and is more stable than
k-means.

We proved that the identity weights are sufficient for the ¢
clusterpath to be strictly agglomerative. Establishing nec-
essary and sufficient conditions on the weights for the ¢
problem is an avenue for further research.

To extend these results, we are currently pursuing research
into optimizing a linear model with a non-identity design
matrix and the clusterpath penalty. We note that there could
be a future application for the algorithms presented in this
article in solving the proximal operator, which is the same
as (4) for the clusterpath penalty.
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