
Preface

This volume contains the papers accepted to the 27th International Conference on Ma-
chine Learning (ICML 2010). ICML is the annual conference of the International Machine
Learning Society (IMLS) and provides a venue for the presentation and discussion of current
research in the field of machine learning. These proceedings can also be found online at
http://www.machinelearning.org.

ICML 2010 was held June 21 – June 25 in Haifa, Israel, making it the first ICML to be
located in Israel. The conference was immediately followed by the 23rd Annual Conference
on Computational Learning Theory (COLT 2010), both conferences sharing a joint workshop
day and a leisure day with an organized tour to Jerusalem.

We received 594 manuscripts for review, which roughly matches the number of submissions
in the previous year. Of those submissions, eventually 152 papers were accepted using a thor-
ough two-phase reviewing process with a program committee consisting of 46 Area Chairs
and 517 Reviewers. The reviewing process was double blind, meaning that Reviewers could
not see the author names. Area Chairs and Program Chairs, however, were aware of the
author identities. All accepted papers received both an oral and a poster presentation at the
conference. These proceedings are evidence of the resulting high-quality and exciting pro-
gram.

In the call for papers, we specified 64 area keywords. These were used for selecting 42 Area
Chairs in a strictly area-driven process. We tried to account not only for area popularity but
also for breadth of coverage, so that we had suitable chairs even for areas that had low sub-
mission rates in the past. Four additional Area Chairs were nominated after the submission
deadline to better match the actual area distribution of the submissions.

Each of the 46 Area Chairs was responsible for 2 – 4 areas, and most areas were covered
by more than one chair. Authors could mark their submissions with up to six areas (one
primary and five secondary), and Area Chairs were asked to bid on papers in their areas.
This information was then used to automatically generate candidate assignments of papers to
Area Chairs. The final assignment was made by the Program Chairs. Deliberately loosening
the constraint of a balanced work-load throughout the reviewing process, together with the
above-mentioned redundancy in the area-to-area-chair mapping gave us more flexibility to
assign papers to appropriate chairs and diminished the risk of the proverbial “odd paper” in
the batch. Eventually, each Area Chair was responsible for 10 – 15 papers.

Initially, more than 600 Reviewers were nominated by the Area Chairs, and about 80% of
them accepted our invitations. More Reviewers were later added by the Area Chairs through-
out the reviewing process.

Papers were reviewed in two phases. For Phase I, Reviewers bid on papers and each Reviewer
was assigned 2–3 papers based on these bids. At the end of Phase I, every paper had 2
reviews. These two reviews were the basis of the Author Rebuttal. Authors could respond to



the Reviewers, but could also make confidential comments to the Area Chair. In several cases,
the confidential comments identified shortcomings and problems with the review assignments
of Phase I, which the Area Chair could act upon for the assignments in Phase II.

If, on the basis of the two reviews from Phase I and the Author Rebuttal, the Area Chair
identified substantial problems that left no hope for eventually accepting the paper, the Area
Chair could reject a paper at this point. This early reject option was used for 78 submissions
(including a few submissions that were withdrawn by the authors after seeing the first two
reviews).

In Phase II, the Area Chairs were able to manually assign additional Reviewers to each of
their papers. All papers that were not early rejects received at least one further review, but
the Area Chair could assign as many additional Reviewers as necessary to make an confident
decision. All papers that made it into Phase II received at least 3 reviews in total, some
receiving up to 6 reviews. Because of time constraints, there was no Author Rebuttal for
Phase II reviews.

During and after Phase II, Reviewers who had already submitted their review were able to
discuss the paper. Based on all reviews, the Author Rebuttal of Phase-I reviews, the dis-
cussion, and possibly reading the paper themselves, the Area Chair made a recommendation
for acceptance/rejection as argued in their meta-review. Each Area Chair also had a ”Buddy”
Area Chair, who had read-access to all of their reviewing data and could be asked for a second
opinion on difficult papers.

All recommendations were reviewed by the Program Chairs. In several cases the Program
Chairs assigned additional Reviewers or Area Chairs to come to confident conclusions on all
papers.

One guiding principle in designing this two-phase review process was to give all involved
parties some influence in the most crucial decisions within the reviewing process, namely the
assignment of Reviewers and Area Chairs to papers.

• Authors were able to provide keywords, through which they could target particular Area
Chairs responsible for these areas. Furthermore, they were able to point out shortcom-
ings of the first two reviews in their Rebuttal, influencing the Area Chair’s choice of
Reviewers for Phase II.

• Reviewers were able to pick their assignments for Phase I through bidding. In this phase,
virtually all Reviewers received only papers they had bid on.

• Area Chairs were also able to bid on papers, but were restricted to their stated and pub-
lished subject areas. Furthermore, Area Chairs were free in their choice of Reviewers in
Phase II, up to whatever number of reviews they deemed necessary.

We believe that the joint expertise of all parties provided good assignments of Reviewers to
papers, and hope that nobody felt that their voice was not heard.

The Invited Application Track was a new introduction this year. To bring expertise and inter-
esting research questions from related fields to ICML, we invited 7 papers from interesting
application areas to the conference. These papers were not reviewed for ICML, but have
already been reviewed and published at recent conferences in these application areas. The



papers to invite were identified by a committee, particularly focusing on papers that opened
interesting new questions and applications for machine learning research. The committee
was asked to select one paper in each of the following subject areas: Robotics, Computer
Systems, Computer Vision, Natural Language Processing, Computer Music and Entertain-
ment, Games and Planning, and Computational Biology. The Invited Application Papers
received a regular slot in a parallel session, as well as the opportunity to publish a write-up
of their work in the proceedings. We hope that this Invited Applications Track leads to an
interesting exchange of ideas between fields and further extends the importance of machine
learning approaches.

We are excited to have won Tom Mitchell, Nir Friedman, and Duncan Watts for the plenary
invited talks, as well as Nobel Prize winner Robert Aumann for a special guest lecture.

The conference program was flanked by an exciting tutorial and workshop program, starting
off with 8 tutorials on the first day of the conference, and finishing with 9 workshops on its
last day.

The Best Paper Committee selected the “Best Paper”, the “10-Year Best Paper Award”, the
“Best Student Paper”, the “Best Application Paper”, and their runner-ups. We thank Springer,
publisher of Machine Learning, for sponsoring our student paper awards.

Many people worked together in organizing ICML 2010 and ensuring its success. All of them
are named in the following sections of the proceedings, including the members of the Invited
Applications Committee, the members of the Best Paper Awards Committee, the officers and
board members of the IMLS, the Area Chairs, and the Reviewers. A big thank you goes to
Stefan Wrobel for providing his experience and sound judgment in difficult decisions, to John
Langford for organizing an exciting workshop program, and to Ben Taskar for an excellent
selection of tutorials. To Alan Fern we owe a great list of sponsors, whom we thank as well.
Jennifer Dy made sure travel scholarships were fairly awarded among the student applicants,
and Hal Daumé III expertly produced these proceedings and the program booklet. Last but
not least we would like to thank all authors who submitted their work to this conference.

Our special thanks go to the Local Chairs, Shai Fine and Dan Pelleg, for handling the budget
and organizing everything from conference rooms, to hotels, to meals, to pins for putting
up the posters. Noam Slonim organized the many volunteers, Oded Margalit handled visa
issues, Efrat Maimon and Ettie Gilead took care of publicity and the Web-Site, and Vered
Aharon provided local and technical assistance. We are grateful to IBM Research in Haifa
for providing the many resources that went into the local organization of ICML 2010.

Many more people spent many hours on ICML 2010 – many more than we could possibly
acknowledge in this short preface. But we hope that they found their involvement just as
interesting and fun as we did.

Thorsten Joachims

Johannes Fürnkranz

ICML 2010 Program Chairs
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Invited Talk:

Never-Ending Learning
Tom M. Mitchell, Carnegie Mellon University, U.S.A.

Abstract:
What would it take to develop machine learners that run forever, each day improving their performance and
also the accuracy with which they learn? This talk will describe our attempt to build a never-ending language
learner, NELL, that runs 24 hours per day, forever, and that each day has two goals: (1) extract more structured
information from the web to populate its growing knowledge base, and (2) learn to read better than yesterday,
by using previously acquired knowledge to better constrain its subsequent learning. The approach implemented
by NELL is based on two key ideas: coupling the semi-supervised training of hundreds of diffent functions
that extract different types of information from different web sources, and automatically discovering new con-
straints that more tightly couple the training of these functions over time. NELL has been running nonstop
since January 2010 (follow it at http://rtw.ml.cmu.edu/readtheweb.html), and had extracted a
knowledge based containing hundreds of thousands of beliefs as of May 2010. This talk will describe NELL,
its successes and its failures, and use it as a case study to explore the question of how to design never-ending
learners.

Biography:
Tom M. Mitchell is the E. Fredkin University Professor and head of the Machine Learning Department at
Carnegie Mellon University. His research interests lie in machine learning, natural language processing, arti-
ficial intelligence, and cognitive neuroscience. Mitchell is a member of the U.S. National Academy of Engi-
neering, a Fellow of the American Association for the Advancement of Science (AAAS), and a Fellow and Past
President of the Association for the Advancement of Artificial Intelligence (AAAI). Mitchell believes the field
of machine learning will be the fastest growing branch of computer science during the 21st century.



Invited Talk:

Using the Web to do Social Science
Duncan Watts, Yahoo! Research, U.S.A.

Abstract:
Social science is often concerned with the emergence of collective behavior out of the interactions of large
numbers of individuals, but in this regard it has long suffered from a severe measurement problemnamely
that interactions between people are hard to observe, especially at scale, over time, and at the same time as
observing behavior. In this talk, I will argue that the technological revolution of the Internet is beginning to lift
this constraint. To illustrate, I will describe several examples of internet-based research that would have been
impractical to perform until recently, and that shed light on some longstanding sociological questions. Although
internet-based research still faces serious methodological and procedural obstacles, I propose that the ability to
study truly social dynamics at individual-level resolution will have dramatic consequences for social science.

Biography:
Duncan Watts is a principal research scientist at Yahoo! Research, where he directs the Human Social Dynamics
group. He is also an adjunct senior research fellow at Columbia University, and an external faculty member of
the Santa Fe Institute and Nuffield College, Oxford. His research on social networks and collective dynamics
has appeared in a wide range of journals, from Nature, Science, and Physical Review Letters to the American
Journal of Sociology. He is also the author of Six Degrees: The Science of a Connected Age (W.W. Norton,
2003) and Small Worlds: The Dynamics of Networks between Order and Randomness (Princeton University
Press, 1999). He holds a B.Sc. in Physics from the University of New South Wales, and Ph.D. in Theoretical
and Applied Mechanics from Cornell University.



Invited Guest Lecture:

IF
Robert (Yisrael) Aumann, Hebrew University of Jerusalem, Israel

Abstract:
An exploration of the conceptual foundations of the backward induction algorithm – the algorithm that lies at
the basis of all chess-playing programs, including Deep Blue. These foundations are not nearly as clear as they
may at first seem. One of the central issues is that of ”counterfactual conditionals”: sentences like ”If I had
pushed my pawn, he could have trapped my queen.”

Biography:
Robert Aumann was born in Frankfurt am Main, Germany, in 1930, to a well-to-do orthodox Jewish family.
Fleeing Nazi persecution, he emigrated to the United States with his family in 1938, settling in New York.
In the process, his parents lost everything, but nevertheless gave their two children an excellent Jewish and
general education. Aumann attended Yeshiva elementary and high schools, got a bachelor’s degree from the
City College of New York in 1950, and a Ph.D. in mathematics from MIT in 1955. He joined the mathematics
department at the Hebrew University of Jerusalem in 1956, and has been there ever since. In 1990, he was
among the founders of the Center for Rationality at the Hebrew University, an interdisciplinary research center,
centered on Game Theory, with members from over a dozen different departments, including Business, Eco-
nomics, Psychology, Computer Science, Law, Mathematics, Ecology, Philosophy, and others. Aumann is the
author of over ninety scientific papers and six books, and has held visiting positions at Princeton, Yale, Berkeley,
Louvain, Stanford, Stony Brook, and NYU. He is a member of the American Academy of Arts and Sciences,
the National Academy of Sciences (USA), the British Academy, and the Israel Academy of Sciences; holds
honorary doctorates from the Universities of Chicago, Bonn, Louvain, City University of New York, and Bar
Ilan University; and has received numerous prizes, including the Nobel Memorial Prize in Economic Sciences
for 2005. Aumann is married and had five children (the oldest was killed in Lebanon in 1982). Also, he has
twenty-one grandchildren, and seven great-grandchildren. When not working, he likes to hike, ski, cook, and
study the Talmud.



Invited Talk:

Genes, Chromatin, and Transcription
Nir Friedman, Hebrew University of Jerusalem, Israel

Abstract:
A central question in molecular biology is understanding how cells process information and react accordingly.
A crucial level of response is by regulating gene transcription, the first step in producing the protein that the
gene encodes. Transcriptional regulation is crucial for defining the cells identity and its ability to function.
The main dogma is that regulatory instructions are part of the genetic blueprint encoded in the genome, the
sequence of DNA base pairs. In recent years there is growing evidence for additional layers of epigenetic
information that are passed from a cell to its daughter cells not through the DNA sequence. One of these
layers is chromatin, the protein-DNA complex that forms chromosomes. The basic unit of chromatin is a
nucleosome, around which about 150 base pairs of DNA are wound. Each nucleosome can be modified by
addition of multiple discrete marks, which in turn can be recognized by specific regulatory proteins that modify
nucleosomes or impact transcription. As such nucleosomes serve as a substrate for recording information by
some regulatory mechanisms and reading it by others, and for passing information to daughter cells following
cell division. These new discoveries raise basic questions of what does chromatin state encodes, how it is
maintained, updated, passed to next generations, and how it interact with transcription. The research to answer
these questions relies on new methodologies that collect massive amount of data about chromatin state in
each location along the genome. In this talk I will provide an overview of the field and describe ongoing
investigations that attempt to answer these questions.

Biography:
Nir Friedman is a Professor at the Hebrew University of Jerusalem, holding a joint appointment at the School of
Computer Science and Engineering and the Institute of Life Sciences. He received his doctorate from Stanford
in 1997, and after a two year post-doctoral fellowship at U.C. Berkeley, joined the Hebrew University. He started
his research career in Artificial Intelligence, mainly specializing in learning Graphical Probabilistic Models. In
the last decade he became more involved in research in Molecular and Cellular Biology and Systems Biology.
His current research interests are in understanding regulatory mechanisms involved in gene expression, and in
particular how the mechanisms combine to achieve specific expression of different genes. He is a co-founder
of the B.Sc. in Computational Biology program at the Hebrew University, one of the first of its kind. Together
with Daphne Koller he is a co-author of “Probabilistic Graphical Models: Principles and Techniques.”



ICML 2010 Best Paper Awards

Every year, ICML honors its best contributions with best paper awards. This year, the selection committee
consisting of the program chairs and seven senior members of the community, chosen to guarantee a sufficient
breadth of expertise, selected the contributions listed below. All best paper award winners will receive a cer-
tificate and a check over $1000, all runner-ups will receive a check over $500. We are grateful to a generous
contribution from Springer, the publishers of Machine Learning, for helping to fund these awards.

Best Paper Award

For the Best Paper Award, we prepared a list of 19 papers that received excellent reviews from the reviewers
and the area chair. In a two-step selection process, the following paper emerged as the clear winner of the ICML
2010 Best Paper Award.

• Le Song, Byron Boots, Sajid Saddiqi, Geoffrey Gordon, Alex Smola:
Hilbert Space Embeddings of Hidden Markov Models
Wed, 23.06.2010, 8.30, Oren Hall (Plenary Session)

The runner-up in this category is the paper

• Julia Vogt, Sandhya Prabhakaran, Thomas Fuchs, Volker Roth:
The Translation-invariant Wishart-Dirichlet Process for Clustering Distance Data
Wed, 23.06.2010, 15.40, Tamar (Clustering 1)

Best Student Paper Award

The best student papers were selected from the same 19 papers as the best paper awards, again in a two-step
selection process. Eligible were only papers which had a student as the primary author. The winner is

• John Duchi, Lester Mackey, Michael Jordan:
On the Consistency of Ranking Algorithms
Thu, 24.06.2010, 8.30, Oren Hall (Plenary Session)

The close runner-up was:

• Brian Ziebart, Drew Bagnell, Anind Dey:
Modeling Interaction via the Principle of Maximum Causal Entropy
Wed, 23.06.2010, 15.40, Rimon (Causal Inference)



Best Application Paper Award

For the best application, we formed a short-list of six candidates with a strong focus on applications. We are
excited to give the award to a paper that brings together basic research in transfer learning and cognitive science:

• Kevin Canini, Mikhail Shashkov, Tom Griffiths:
Modeling Transfer Learning in Human Categorization with the Hierarchical Dirichlet Process
Wed, 23.06.2010, 14.30, Oren Hall (Plenary Session)

The runner-up in this category is

• Ali Shoeb, John Guttag:
Application of Machine Learning To Epileptic Seizure Detection
Thu, 24.06.2010, 15.40, Rimon (Time-Series Analysis)

Best 10-Year Paper

Last but not least we have the privilege of honoring the most influential paper of ICML 2000 (Stanford). In
a first phase, we selected a short-list of six papers based on suggestions from the best paper committee and
several senior members of the community. We then invited all area chairs of ICML 2010 and all members of
the IMLS board to name and rank their three favorite papers among these six. From this vote, the following
paper emerged as a clear winner:

• Erin L. Allwein, Robert E. Schapire, Yoram Singer:
Reducing Multiclass to Binary: A Unifying Approach for Margin Classifiers
Tue, 22.06.2010, 17.30, Oren Hall (Plenary Session)

We are glad to have Rob Schapire take a look back upon this great piece of work and discuss its influence on
the community.
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Overview of Tutorials and Workshops

As in previous years we were pleased to have a strong program of tutorials for ICML 2010.
These were held on June 21, immediately preceding the main conference. The program
featured eight tutorials covering a wide range of methods for, and applications of, machine
learning. There were tutorials on: domain adaptation (Daumé & Blitzer), geometric tools
for identifying structure in networks (Mahoney), kernel adaptive filters (Prı́ncipe & Liu),
learning through exploration (Beygelzimer and Langford), metric learning (Kulis), privacy-
preserving data mining (Matwin), sparse modeling (Rish & Grabarnik), stochastic optimiza-
tion (Srebro & Tewari). We would like to thank the community for the high-quality tutorial
proposals that were received, the presenters for their extensive efforts in preparing and deliv-
ering the selected tutorials, and the local arrangements, program, and general chairs of ICML
for their hard work in organizing such a stimulating conference.

Ben Taskar
ICML 2010 Tutorial Chair

ICML solicited workshops on topics related to machine learning, in coordination with the
COLT program chairs (Adam Kalai and Mehryar Mohri). We have a set of 9 workshops,
each covering a topic of substantial interest in the areas of machine learning and learning
theory.

All workshops are held on June 25th, immediately after ICML and two days before COLT.
The workshop organizers are the key to a broad set of interesting workshops, so we should
thank them all for their effort putting together these programs. We would also like to thank
local organizers Dan Pelleg and Shai Fine who have substantially contributed to the organi-
zation of facilities and refreshment.

John Langford
ICML 2010 Workshop Chair



Tutorials

Domain Adaptation
Hal Daumé III, John Blitzer

Almost anyone who has deployed machine learning systems in the real world has encountered the task of
domain adaptation: We build our models from some fixed source domain, but we wish to deploy them across
one or more different target domains. For example, large-scale speech recognition systems need to work well
across arbitrary speech, regardless of background noise or accents. Text processing systems trained on news
often need to be applied to blogs or forum posts. Gene finders are trained on a particular organism, but often
we wish to identify the genes of another organism or even group of organisms. Face recognition systems might
be trained under certain pose, lighting, and occlusion settings, but applied to arbitrary sets of pose, lighting,
and occlusion. The purpose of this tutorial is to introduce participants to the problem of domain adaptation, the
variety of forms it takes, the techniques that have been used to solve it, and our current understanding of when
these techniques can and cannot work. We’ll also cover interesting open problems in domain adaptation.

Geometric Tools for Identifying Structure in Large Social
and Information Networks

Michael W. Mahoney

The tutorial will cover recent algorithmic and statistical work on identifying and exploiting ”geometric” struc-
ture in large informatics graphs such as large social and information networks. Such tools (e.g., Principal
Component Analysis and related non-linear dimensionality reduction methods) are popular in many areas of
machine learning and data analysis due to their relatively-nice algorithmic properties and their connections
with regularization and statistical inference. These tools are not, however, immediately-applicable in many
large informatics graphs applications since graphs are more combinatorial objects; due to the noise and sparsity
patterns of many real-world networks, etc. Recent theoretical and empirical work has begun to remedy this, and
in doing so it has already elucidated several surprising and counterintuitive properties of very large networks.
Topics include: underlying theoretical ideas; tips to bridge the theory-practice gap; empirical observations;
and the usefulness of these tools for such diverse applications as community detection, routing, inference, and
visualization.

Kernel Adaptive Filters
José Prı́ncipe, Weifeng Liu

This tutorial introduces a family of sequential active learning algorithms in reproducing kernel Hilbert spaces
(RKHS), collectively called kernel adaptive filters. A filter is the equivalent of a regressor for time series. Kernel
adaptive filters are linear adaptive filters in RKHS and correspond to universal learning systems in the input
space for a majority of kernels. Moreover, by exploiting the structure of the RKHS, inner product operations
with infinite dimensional vectors can be easily computed in the input space by kernel evaluations. Last but not
the least, these nonlinear adaptive filters do not suffer from the local minima problem unlike traditional neural
networks. These three characteristics make kernel adaptive filters an intriguing and potentially very useful class
of nonlinear adaptive filters and learning machines.



Learning through Exploration
Alina Beygelzimer, John Langford

This tutorial is about learning through exploration. The goal is to learn how to make decisions when the payoff
of only a chosen action is observed rather than all choices. The setting we address is simpler than general
reinforcement learning, because we consider situations where future rewards are not affected by past decisions,
although the algorithms we discuss do have applications in this more general setting. A canonical example of
this problem is the ad display problem, where based on a query and user history, an ad is chosen, and then the
ad is either clicked on or not. In general, feedback for one ad provides no information about the quality of a
different ad. This problem is much more general, of course, because it is really about the process of learning
from interactive feedback where there is no ”reset” button on history. We will cover algorithms that can learn
from logged data where exploration decisions have already been made. This tutorial draws on material from
several different communities including Reinforcement Learning, Bandit Online Learning, Supervised Learning
and Active Learning.

Metric Learning
Brian Kulis

Metric learning aims to learn an appropriate distance/similarity function for a given problem. Because many
learning problems involve some notion of distance or similarity, metric learning can be applied in a variety
of settings and has become a popular problem for many learning tasks. This tutorial will cover several ap-
proaches to metric learning and discuss recent applications. A majority of research in metric learning has fo-
cused on learning Mahalanobis distances, which learn global linear transformations of the data. We will discuss
a general framework for several of these methods, as well as online variants and extensions to non-linear and
high-dimensional transformations via kernelization. We will also cover some non-Mahalanobis metric learning
algorithms, such as local (per-example) methods, and compare and contrast metric learning work with research
in kernel learning and dimensionality reduction. Recent progress has made metric learning practical for a host
of applications, especially high-dimensional ones such as those in vision, text, and multimedia; we will provide
a overview of such applications, with the hope that practitioners can begin to apply metric learning methods to
novel domains.

Privacy-preserving Data Mining
Stan Matwin

There is little doubt that data mining technologies create new challenges in the area of data privacy. In this
tutorial, we will review some of the new developments in Privacy-preserving Data Mining. In particular, we will
look at the existing definitions of privacy, discuss techniques in which data mining results can reveal personal
data, and how this can be prevented. We will discus some of the existing anonymization techniques which
protect the data against disclosing private information about individuals, and the limitations of these methods.
We will look at the practically interesting situations where data to be mined is distributed among several parties,
and how cryptographic techniques can assist in this task. We will argue that methods that effectively protect
personal data, while at the same time preserve the quality of the data from the data analysis perspective, are
some of the principal new challenges before the field.



Sparse Modeling: Theory, Algorithms and Applications
Irina Rish, Genady Grabarnik

Sparse modeling is a rapidly developing area on the intersection of statistics, machine-learning and signal pro-
cessing. Indeed, discovering sparse structure in the data, such as a subset of highly predictive variables, is
essential in many practical applications, such as, for example, biomedical ones, where interpretability of a sta-
tistical model is as important as its predictive power. Moreover, efficient recovery of high-dimensional sparse
signals from a relatively low number of observations is the main focus of compressed sensing, a rapidly growing
and extremely popular area of signal processing. Recent years have witnessed a flurry of research on algorithms
and theory for sparse modeling and sparse signal recovery, mainly focused on L1-optimization, a convex relax-
ation of the (NP-hard) smallest subset selection problem. Examples include sparse regression, such as Lasso
and its various extensions (Elastic Net, fused Lasso, group Lasso, simultaneous Lasso and multi-task learning,
adaptive Lasso, boosted Lasso, and so on), as well sparse graphical model selection and sparse dimensionality
reductions. Theoretical work has provided some conditions when various relaxation methods are capable of
recovering an underlying sparse signal/model, provided bounds on sample complexity, and investigated trade-
offs between different choices of design matrix properties that guarantee good performance. The aim of this
tutorial is to provide a survey of key recent developments in the above fields.

Stochastic Optimization for Machine Learning
Nathan Srebro, Ambuj Tewari

We discuss the role of Stochastic Optimization in Statistical Learning, the relationship between them, survey
recent results in Stochastic Optimization and discuss their relevance for machine learning. Our goal is both
to explore the historical, conceptual and theoretical connections (and differences) between Stochastic Opti-
mization and Statistical Learning, and to introduce the machine learning community to the latest research and
techniques coming out of the Stochastic Optimization community, exploring how these can be used in learning
problems.



Workshops

Learning in Non-(geo)metric Spaces
Joachim Buhmann, Robert Duin, Mario Figueiredo,

Edwin Hancock, Vittorio Murino, Marcello Pelillo

In the last few years, interest around purely similarity-based techniques has grown considerably. For example,
within the supervised learning paradigm (where expert-labeled training data is assumed to be available) the
now famous ”kernel trick” shifts the focus from the choice of an appropriate set of features to the choice of
a suitable kernel, which is related to object similarities. However, this shift of focus is only partial, as the
classical interpretation of the notion of a kernel is that it provides an implicit transformation of the feature
space rather than a purely similarity-based representation. Similarly, in the unsupervised domain, there has
been an increasing interest around pairwise or even multiway algorithms, such as spectral and graph-theoretic
clustering methods, which avoid the use of features altogether. By departing from vector-space representations
one is confronted with the challenging problem of dealing with (dis)similarities that do not necessarily possess
the Euclidean behavior or not even obey the requirements of a metric. The lack of the Euclidean and/or metric
properties undermines the very foundations of traditional pattern recognition theories and algorithms, and poses
totally new theoretical/computational questions and challenges.

Budgeted Learning
Dragos Margineantu, Russell Greiner, Tomas Singliar, Prem Melville

One of the major challenges emerging from applying learning algorithms to practical tasks is the need for
principled approaches for training, prediction, and human-in-the-loop learning on a fixed budget. The ICML-
2010 Budgeted Learning workshop exposes the machine learning community to the challenges of this problem
and will discuss recent progress in machine learning research towards addressing it. Classifier training on a fixed
budget for feature value acquisition, active learning of resource-bounded predictors, PAC-learnability under
budget constraints, learning and inference primarily limited by expensive human involvement, and anytime
learning algorithms are some of the topics that will be discussed. The workshop will also analyze how well-
known learning performance metrics relate to budgeted learning problems. The workshop will start with an
introductory overview followed by contributed and invited talks, a poster session, and will conclude with an
open panel discussion.

Learning to Rank Challenge
Tie-Yan Liu, Olivier Chapelle, Yi Chang

Though over 100 papers have been published in the learning to rank field (LTR), most of the large-scale, real-
world datasets are not publicly available. This makes drawing comparisons between algorithms difficult. In the
spirit of changing this, Yahoo! has hosted the Learning to Rank Challenge and released two datasets used for
learning Yahoo’s search ranking function. This exciting machine learning challenge consisted of two tracks:
the first is a standard LTR track and the second is a transfer-learning track. Top competitors in both tracks will
come and present their algorithms. In addition, the workshop will also feature presentations on ranking which
are not directly related to the challenge. It will be an opportunity to discuss future research directions regarding
learning to rank.



Learning from Multi-Label Data
Min-Ling Zhang, Grigorios Tsoumakas, Zhi-Hua Zhou

The 2nd International Workshop on Learning from Multi-Label Data (MLD’10) is devoted to the theme of
learning from multi-label data, a.k.a. multi-label learning. Multi-label learning deals with data where each
object is associated with multiple labels simultaneously instead of a single label. Many real-world applications
such as text categorization naturally fall into this learning scenario. During the past decade, significant amount
of progress has been witnessed on learning from multi-label data, including design of novel multi-label learning
algorithms, real-world applications of multi-label learning techniques, and also extensions of the main multi-
label learning tasks. The program of MLD’10 will feature an invited talk given by Prof. Eyke Huellermeier on
”Multi-Label Classification: Challenges, Pitfalls and Perspectives”. In addition, three oral presentation sessions
(1 morning + 2 afternoon) are arranged for 10 accepted regular papers, which address various aspects of multi-
label learning such as new strategies toward learning from multi-label data, case-studies of multi-label learning
techniques, applications in bioinformatics and document classification, and multi-instance multi-label learning
(MIML).

Machine Learning Open Source Software 2010
Sören Sonnenburg, Mikio Braun, Cheng Soon Ong, Patrik Hoyer

We believe that the wide-spread adoption of open source software policies will have a tremendous impact on
the field of machine learning. The goal of this workshop is to further support the current developments in this
area and give new impulses to it. Following the success of the inaugural NIPS-MLOSS workshop held at NIPS
2006, the Journal of Machine Learning Research (JMLR) has started a new track for machine learning open
source software initiated by the workshop’s organizers. Many prominent machine learning researchers have
co-authored a position paper advocating the need for open source software in machine learning. To date 11
machine learning open source software projects have been published in JMLR. Furthermore, the workshop’s
organizers have set up a community website mloss.org where people can register their software projects, rate
existing projects and initiate discussions about projects and related topics. This website currently lists 221 such
projects including many prominent projects in the area of machine learning.

The main goal of this workshop is to bring the main practitioners in the area of machine learning open source
software together in order to initiate processes which will help to further improve the development of this area.
In particular, we have to move beyond a mere collection of more or less unrelated software projects and provide
a common foundation to stimulate cooperation and interoperability between different projects. An important
step in this direction will be a common data exchange format such that different methods can exchange their
results more easily.

Machine Learning and Games
Kurt Driessens, Olana Missura, Chistian Thurau

In recent years there has been a growing interest in games as a source of new and challenging problems for
the machine learning community. Games evolved from single player games to complex world simulations
with hundreds or even millions of players simultaneously. This does not only impose new challenges to game
design, it also requires more and more sophisticated methods for automation. Fraud detection, story generation,
adapting game AI, or matchmaking are only a few of the novel challenges that are being targeted by the industry
- and that offer exciting research topics. While in this workshop we want to reflect the ongoing changes in the
games industry, the primary goal is to provide an opportunity for the researchers working on these problems to
meet and interchange their results and ideas. We want to provide a venue for discussing future directions for
machine learning in games, both for academia and the industry.



Social analytics: Learning from Human Interactions
Elad Yom-Tov, Shie Mannor, Yossi Richter

Our social interactions are often made by electronic means, and are thus recorded in accessible formats. This
opens a range of possibilities for studying human interactions from data such as social network sites on the
web and cell phone communications. These tasks usually involve massive amount of data (billions of records)
that is often quite noisy and even corrupted. Social and artificial networks suggest new challenges in modelling
machine learning problems as there are strong spatial and temporal correlations. In this workshop we will
hear researchers from academia and industry share their insights about the theory and applications of social
analytics. Our focus will be on graph mining and predictive tools that can be used in this area. We will also
consider different applications from recommender systems, marketing, search, network optimization and other
emerging areas.

Our goal is to bring people from different fields, ranging from computer science to marketing, from both
academia and industry, to foster a discussion on the different approaches people have taken to the study of
social phenomena. The workshop will introduce people to the tools and data available for social research in
various communities. A primary goal of the workshop is to create a set of common theoretical problems to
work on and to solicit data from companies to facilitate common research challenges.

Reinforcement Learning and Search in Very Large Spaces
Peter Auer, Samuel Kaski, Csaba Szepesvàri

This workshop is about reinforcement learning in large state/action spaces, learning to optimize search, and the
relation of these two. It addresses in particular the following two questions:

• Identify cases when realistically large problems with delayed feedback can be solved successfully, possibly
but not necessarily by reinforcement learning algorithms. Such algorithm may need to exploit the special
structure of the learning problem. As an example we see content-based information retrieval.

• Application of learning techniques to develop powerful interactive search algorithms: optimizing a single
search or learning across searches, with or without probabilistic assumptions.

Topic Models: Structure, Applications,
Evaluation and Extensions

Michal Rosen-Zvi, Amit Gruber, Richard Zemel

Latent topic models serve as an unsupervised machine learning technique for mining data in large corpora.
These models have been successfully applied to various types of data, including text documents, images, bio-
logical data, and more. Various methods for approximate inference have been suggested and many variations
and extensions of the basic models have been published over the past decade in the machine learning and
data mining communities. This workshop aims at initiating further discussion on improving topic models and
exploring new directions of research.
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